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Abstract—In recent years, the field of robotics has seen steady 

growth.  In addition to academic and industrial applications, 
robots are also being developed for entertainment, for robotic 
puppet shows.  In these shows, robots are programmed to speak, 
to assume different postures, and exhibit human-like behavior.  
This study proposes an editorial Platform of Screenplays for 
Robotic Puppet Shows (EPRS). The EPRS allows users of all 
ages to compose screenplays and control robots quickly and 
intuitively.  Game design concepts that allow for varied 
storylines are used.  The use of timestamps allows the user 
greater control over timing. This is crucial to creating complex 
arrangements of motion and sound, which allows for more 
complex scenes.  Individual scenes are then ordered to create 
ever more sophisticated storylines. The experiment results 
demonstrate that the platform is flexible and user-friendly. 
 

Index Terms—Entertainment robot; Robotic puppet shows; 
Timeline 
 

I. INTRODUCTION 
obots are rapidly replacing humans in many jobs that are 
too repetitive or too dangerous.  The principles of 

robotics are being applied in academia and in industry.  In 
addition to service-oriented robots that make life more 
convenient and work more efficient, entertainment-oriented 
robots have expanded opportunities for leisure.  This study 
proposes an editorial platform of screenplays for robotic 
puppet shows (EPRS) that can be applied to multiple types of 
robots in entertainment-related fields, such as drama and 
theater.  The intuitive graphic user interface can be operated 
by children easily. Drama and games are forms of 
entertainment that are different from the viewer’s perspective. 
Drama is a passive form of entertainment but games allow 
players to interact directly with content.  That is to say, drama 
is fully produced before it reaches its audience, as in the case 
of television programming and film.  The audience can only 
watch as the story unfolds.  However, in a game, the decisions 
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of the user determine outcomes. The story could be said to be 
a product of decisions that are made by the user, real-time 
feedback from those decisions that are received by the user 
from the game and subsequent decisions that are made by the 
user based on that feedback. In short, playing games involves 
continuously making decisions. For example, in Massive 
Multiplayer Online Role-playing Game (MMORPG), each 
player’s role is the same when they first start playing. As each 
individual player makes choices each character in the story 
encounters a distinctly different fate. These choices have a 
critical effect on the direction of the story. During the story’s 
development there are also scripted events and triggered 
events [1]. Scripted events are previously arranged and 
cannot be changed by the choices that characters make. For 
example: weather conditions such as thunder, lightning or 
rain cannot be changed by any individual character. However, 
triggered events only occur if the character satisfies certain 
requirements and these affect the next part of the story. 
People make choices depending on their personality. Robotic 
puppet shows typically implement event-driven story 
arrangements [2][3] that are independent of time so only a 
limited level of complexity is possible [4]. This study uses 
time stamps to allow users to more precisely arrange 
performance elements. The EPRS allows users from different 
age groups to edit their own personal screenplays by 
accessing the website. By editing the screenplay, users can 
determine the robots’ posture and speech, to make them seem 
more lifelike.  The addition of sound effects and music also 
render the performance more realistic. In traditional drama, a 
screenplay’s plot is fixed.  This platform incorporates a 
feature called “branching”, which allows the user to make 
real-time decisions that determine the direction of the plot. 
This renders the performance more intriguing and 
multi-dimensional.  

This study comprises five parts. The first section explains 
the motivation for and objectives of the study. The second 
section describes the platform environment, the development 
tools and related works. The third section describes system 
analysis and design; this section also defines the motion 
generation, screenplay editing and script the performance and 
describes the hardware and software architectures that are 
used in the platform. Section 4 demonstrates the 
implementation of the platform and compares the results with 
those for previous works. Section 5 summarizes this study 
and makes some recommendations for future work. 
 

An Editorial Platform to Produce Screenplays for 
Robotic Puppet Shows 
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II. BACKGROUND 

A. MVC Architecture 
MVC is a software architectural pattern that divides an 

application into three parts: the model, the view and the 
controller [5][6]. This pattern is used to simplify code 
modification, extensibility and reutilization. The model uses 
business logic and interface data exchange. Of the three 
components, only the model has direct access to the database.  
The view develops data, which is displayed as visual outputs, 
such as webpages.  The controller takes input data from the 
view and translates it into commands, in order to update the 
status of the model or to change the appearance of the 
associated view. 
 

B. User Interface Framework 
LAMP is a software bundle that is used to build web 

servers. The acronym is derived from the names, Linux, 
Apache, MySQL and PHP. LAMP is a common web platform 
because it is a free, stable and offers an open source software 
package. JavaScript is usually embedded with an HTML 
document. It is recognized as client scripts that are directly 
interpreted by the web browser rather than sending data back 
to the web server. It allows user interaction, such as reaction 
to an event, data validation and the reading and writing of 
HTML elements. JQuery is a JavaScript library that selects all 
DOM elements or the partial parts that use a designated ID or 
CSS, in order to bind various operations together, such as 
event triggers, animations, effects, AJAX and extensibility 
through plug-ins. In this platform the Kendo UI, a 
jQuery-based framework includes many UI widgets and data 
visuals that render the web interface more attractive and 
user-friendly. 
 

C. Motion Capture 
Developers aim to make the robotic motion in robotic 

puppet shows more lifelike.  Motion programming is usually 
accomplished by adjusting the parameters for the robot’s 
actuators individually, which is time-consuming and 
labor-intensive.  Motion sensing devices that use optics such 
as Microsoft Kinect [7] provide developers with an efficient, 
cost-effective method to portray humanlike motion. 

III. SYSTEM ANALYSIS AND DESIGN 

A. System Introduction 
In general, a controller controls a single type of robot. 

Therefore, controlling different types of robots at the same 
time is a complicated and high-cost task. This study 
implements a platform that addresses this problem and uses 
the platform to develop a robotic puppet show.  The core 
design principle allows users of different ages to make 
different types of robots assume different postures and 
perform a broader range of actions by editing a screenplay.  

Web services have become integral to human interaction 
with computing systems.  Developing a web component 
reduces the need for storage space on the client, so the system 
is freer from restrictions on time and distance.   Wi-Fi allows 
high transport speeds and is in widespread use.  A robotic 
puppet can feature a built-in Wi-Fi function or can have a 
Wi-Fi module installed.  Therefore, to allow users to access 
the website and control robotic puppets, Wi-Fi is the main 
communication type for this system. The system design is 
shown in Fig. 1. 

The process of performing a screenplay includes three 
methods to generate motions for controlling robots: actuator 
parameter adjustment preprogramed robotic motions and 
Kinect-based motions. Actuator parameter adjustment [8][9] 
is commonly used to control a robot’s joints. In this study, 
preprogramed robotic motions and Kinect-based motions are 
used for robotic puppet shows. The preprogramed robotic 
motions are developed and stored within the robotic puppets, 
for future use. The platform also allows users to generate new 
motions by using Kinect sensing devices. These two motions 

 
Fig. 1.  The concept of the EPRS architecture. 
  

 
Fig. 2. The entire EPRS map. 
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are then incorporated into the motion library and arranged 
within the timeline of each scene. The scenes are then 
organized and become the content of the screenplay. 
Screenplays can be performed and shared by any user who 
has signed up for the platform. The entire map of the EPRS is 
seen in Fig. 2. This platform contains two different parts: the 
interactive screenplay authoring platform (ISAP) and the 
mobile interpreter (MI). The ISAP provides users with six 
different function webpages: home, tutorial, screenplay 
editing, motion management, Kinect-based motion uploading, 
screenplay performance, and contact. The MI only provides 
the screenplay performance function. 
 

B. Motion Generation 
 Preprogramed Robotic Motion 

Robotic puppets such as DARwIn-OP and NAO allow user 
to rapidly develop a variety of postures and motions that are 
then stored within the robot and can be used for robotic 
puppet shows. For DARwIn-OP robots, the official software, 
which is called “RoboPlus motion”, allows users to edit the 
continuous motion of a robot and this is then saved as a page 
in a fast and simple way. Each page contains the information 
for one single motion, including the duration for each step, 
the speed and value for the actuators and the number of 
repetitions that are needed to complete a full motion. 
Choregraphe is software that was developed for NAO robots. 
It allows users to control the robot by dragging or 
customizing a variety of event boxes within the GUI. It also 
allows the developer to easily observe the angles between 
each joint in the NAO so that the motion can be programed as 
a file in Python and recorded within the robot. 

When these motion pages or files are created and stored 
within the robots, the director then uses the motion 
management page in ISAP to add these motions into the 
platform and then use them for robotic puppet shows. 
 
 Uploading Kinect-based Motion  

This platform allows the user to make use of Kinect to 
capture a demonstrated motion and add it as an element in the 
motion library, so motion generation is more intuitive and 
efficient and a greater range of motion becomes available.  
Detailed below are the methods proposed in [7] to emulate 
and represent motion using Kinect.  When Kinect 
successfully captures a human image, a set of line segments 
connects the nodes on a skeleton-like image that is 

superimposed on the silhouette of the user’s body.  The 
program then collects important data, such as joint position 
and orientation. Inverse kinematics involves the use of 
kinematics equations to determine the parameters for joints, 
in order to achieve the desired posture and motion, so the 
change in angle for each joint can be calculated. According to 
the formula proposed in [7], actual rotation angles can be 
calculated for each actuator. In order to calculate how to reach 
a desired position, the change in the angles must be translated 
into units. When the movements are recorded they are 
automatically saved in the system for future use. Large 
quantities of data can be saved because data is rapidly 
generated during the movement capture process. Therefore, 
key-poses are separated from redundant postures that occupy 
resources. When a new pose is captured, the time is recorded 
and the difference between the time for the two key-poses is 
calculated, to obtain the execution time. This time is then 
stored in the time_buffer and is used to calculate the speed of 
the actuator. The continuous_bit determines whether an 
actuator is in continuous motion. If the key pose is in 
continuous motion then the continuous_bit recognizes it as a 
one, so while the actuator is moving to the continuous 
key-pose, the subsequent pose begins to load. The 
continuous_bit allows a smoother representation of the 
key-poses. The packet that is constructed using these methods 
contains the actuator’s position, speed, continuous_bit and 
execution time from the key-pose, as shown in Fig. 3. These 
packets are used as postures within Kinect-based motion files 
to represent for robotic motion. 
 

C. Screenplay Editing 
 The Scene Tree 

 
Fig. 3.  Posture within the Kinect-based motion file. 
  

 
Fig. 4.  The structure of the scene tree. 
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A rooted n-ary tree structure is used to construct an entire 
screenplay. This type of tree allows users to choose the 
direction of the plot.  There are three key types of nodes in the 
tree: the root node, the decision node, and the leaf node.  Each 
node represents a single scene, as shown in Fig. 4.  The root 
node is the beginning of the story.  A node that is connected to 
two or more child nodes is referred to as a decision node.  
Branching occurs when the first node has finished performing 
and the user chooses a scene at the next level of the tree, in 
effect selecting the direction of the plot.  The leaf node is 
simply the final scene of the screenplay.  Using branching 
allows the same screenplay to yield different plots according 
to user preferences. 

 
 The Time Stamp 

Compared to event-driven story arrangements, the time 
stamp feature provides the director with a precise method to 
arrange the content of the performance, so the robotic puppet 
show is more lively and attractive. The feature can be applied 
to two parts. Firstly, motion and speech are used to express 
the actor’s emotions in a performance. Therefore, the fact that 
the motion and speech for each robot starts at the same time or 
overlaps, in order to fit the director’s requirements, plays an 
essential part in the scene editing process. Secondly, similarly 
to a real drama, a robotic puppet shows has a cast of actors 
that perform on stage. The task of arranging and recording the 
interaction between puppets requires sophisticated controls. 
EPRS incorporates sound effects and background music to 
increase dramatic tension. In allow this expression and 
interaction, the timeline (which is measured in seconds) is 

built within each scene as shown in Fig. 5. Each puppet, piece 
of music and sound effect has its own track within the 
timeline that records details of the performance, such as 
motion, speech, sound effects and background music. The 
robotic puppet track has two sub tracks that individually 
record the content for motion and speech. GUI makes the 
colored boxes that represent the different performance details. 
 
 The Screenplay Format 

The JSON (JavaScript Object Notation), which is a subset 
of JavaScript syntax, is a text format that is mainly used to 
exchange data [10]. It is can be understood and used by 
computers and people so JSON is chosen as the format for the 
screenplay for the ISAP. When the user selects and performs 
a screenplay using a web browser, the JSON data, which 
records the details of this screenplay, is automatically 
generated from the relational database. The JSON data is 
formatted as shown in Fig. 6. 
 

D. Performance of the Screenplay  

As shown in Fig. 7, an editorial platform to produce 
screenplays for robotic puppet shows comprises the ISAP and 
a MI. 

 
 The Interactive Screenplay Authoring Platform (ISAP) 

The ISAP features two components: the website and 
Node.js.  The primary purpose of the website is to provide 
users with ways to display, edit, and store screenplays.  The 
design of the website uses the MVC architectural pattern.  In a 
Wi-Fi environment, anyone can use a web browser to access 
the platform and edit screenplays. All of the details are 
automatically stored on the server database.  

A virtual IP (VIP) is assigned to the device with the web 
browser and robotic puppets when they are connected to the 
local network via Wi-Fi. In order to deliver the packet for the 
screenplay to the robotic puppets that support VIP, the 
lite-server, Node.js, is inserted between the web browser and 
the robotic puppets, as shown in Fig. 8. Node.js is a 
server-side scripting language that uses JavaScript. It is 

 
Fig. 5.  Timeline tracks within a scene. 
  

 
Fig. 6.  Screenplay formatted using JSON. 
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allows network applications to be easily developed [10]. 
Using Node.js in the ISAP, the two methods that are used for 
communication are WebSocket [11] and Stream Socket [12].  

Once established, the WebSocket data frames can be sent 
back and forth between the client (web browser) and the 
server (Node.js) in the ISAP. On the other side, stream 
sockets are created to implement a bidirectional channel 
between the client (Node.js) and the servers (robotic puppets). 
Firstly, the Node.js application is run as a Websocket server 
in the background, to start listen to the client-side web 
browser. When the director selects a screenplay and enters the 
settings page using a web browser, the WebSocket is 
connected. When all of the settings, including the IP 
addresses and port numbers, have been submitted by the 
director, the browser sends a request to the web server to fetch 
the designated screenplay that was formatted using JSON, as 
shown in Fig. 8. The JSON file is then delivered to the 
Node.js server via WebSocket and interpreted, level by level, 
to read the settings and nodes objects within this screenplay. 
In this step, Node.js plays not only in the WebSocket server, 
but also in the stream socket client, in order to connect to each 
robotic puppet using the specific IP addresses and port 
numbers that are recorded in the JSON file.  

Fig. 9 shows that when the stream sockets is created, the 
Node.js selects the root scene and all of commands that 
belong to the timeline item are executed using a designated 

delay time. If the commands belong to the robotic puppets, 
they are taken into the socket array and sent to each robotic 
puppet through the stream socket. The sound effects and 
music commands are played by calling the external media 
software. When the current scene finishes, Node.js checks 
whether the scene has children. If it does, the children’s scene 
is performed. Scenes that have more than two children result 
in branching. In this case, Node.js sends a request to the 
DARwIn-OP robot to run the color-detection function. When 
the user chooses the color, the result is sent back to Node.js to 
select and perform the children scene with the corresponding 
color. In order to translate different commands to specific 
robotic puppets through stream sockets, EPRS has three 
different types of packets. When the robots receive the 
packets, the command within each packet is extracted and 
executed by the relevant functions. 

 

 The Mobile Interpreter (MI) 

The Mobile Interpreter (MI) is an Android application that 
works within the existing MVC framework.  MI gives 
additional view, which obviates the need to redesign the 
model or the controller. MI only plays and displays 
screenplays that are already in the system.  The advantage of 
this is that the end user no longer needs to access a browser 
and install Node.js, as shown in Fig. 10.  A user-friendly 
interface that combined the portability of a tablet computer 
allows children to easily access this type of educational 
entainment tool. 

 

E. Hardware Architecture 

1) DARwIn-OP 
DARwIn-OP is equipped with twenty Dynamixel MX-28 

servo actuators, a USB camera, a microphone, a speaker and 
multiple I/O devices that include HDMI and USB ports [13]. 
The DARwIn-OP operates in real time and comes 
pre-installed with the Ubuntu 9.04 operating system. 

 

2) Bioloid 
The Bioloid consists of eighteen Dynamixel AX-12 servo 

actuators and unfixed units. The name, Bioloid, means that all 
of the main mechanisms of biological entities can be 

 
Fig. 7. The EPRS architecture. 
  

 
Fig. 8.  The process for performing a screenplay. 
  

 
Fig. 9.  The execution of a command by Node.js using stream sockets. 
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separated and reassembled. This feature allows users to 
design their own robots that can adapt to a variety of different 
environments.  

3) The NAO 
The NAO is a highly efficient, programmable humanoid 

robot that has 25 degrees of freedom, and a variety of visual, 
audio, language, movement coordination and tactile sensors 
[13]. These sensors and the efficient design of the robot’s 
body allow developers to implement creative, powerful and 
reliable applications. 
 

4) The Smart Device 
The MI allows users of all ages to play a screenplay for 

robotic puppets. Therefore, a large panel provides users with 
a better experience while reviewing the list of screenplays and 
operating the robotic puppet show. The device must also 
support Wi-Fi, in order to create the stream sockets with 
robotic puppets. An mp3 encoder is also required, to play the 
music for the sound effects and background. For these reasons, 
the ASUS MEMO Pad FHD 10 is used as the mobile 
controller for the robots.  

 

F. Software Architecture 

1) The DARwIn-OP API 
The functions of the DARwIn-OP robot have two modes: 

multi-threading and single-threading. The muliti-threading 
mode includes motion, walking, Kinect-based representation 
and speech functions. Color detection is developed in the 
single-threading mode. In the multi-threading mode, the 
Pthread library allows four functions to be run simultaneously. 
These threads release their resources and destroy themselves 
when the processes are completed. 

The color detection function is developed in the 
single-threading mode, so that the color detection results can 
be sent back to the client. The specifications of these 
functions are given herewith. 

2) Basic Function 
The basic functions within the DARwIn-OP can be divided 

into three parts: motion, walking and speech functions. When 
the DARwIn-OP receives a type I packet, a portion of the 
motion page or line is extracted using the identifier and 
executed using its related functions. For example, if a packet 
is written as “A001”, the robotic puppet must run the motion 
function in accordance with motion page (001). If the page 
number does not belong to a motion page, it is translated into 
the units that are used to set the step values along the x axis 
for the walking function. The “Chello” packet tells 
DARwIn-OP to run the speech function, in order to say the 
line, hello. 

3) Kinect-based Representation 
Type II packets provide the DARwIn-OP with sufficient 

information to perform the Kinect-based representation. 
When the DARwIn-OP receives type II packets, it reserves 
enough memory space to temporarily store the subsequent 
posture command by using the information that was received 
from the first packet. Subsequent postures that contain the 
actuator’s position, speed, continuous_bit and execution time 
are then used in the representation, so the key-poses that are 
captured by Kinect can be applied to the robotic puppet show. 

4) The Color Detection Function 
When the request from Node.js is received, the 

DARwIn-OP executes the color detection function. In 
[14][15], the one of the main properties of color is used to 
implement the color detection function. During the process of 
color detection, DARwIn-OP captures an image with a 
camera. Each element in the given array represents a single 
pixel. The function uses the degrees of hue to calculate the 
similarity between each single pixel’s hue and the target 
color,with a specific tolerance. If more than sixty percent of 
the pixels are found to be the same as the target color, the 
color card that is seen by DARwIn-OP can pinpoint the pixels 
that are the same color as the target color. 

 

5) The NAO API 
Since the NAO is a new type actor for the EPRS, it is 

supported by type I packets when it is a stream socket client. 
The command that is stored in the packet is extracted using 
the identifier, in order to execute a python motion file or to 
run a speech function with a line. Both are executed using 
multi-threading so that two different emotions can be 
expressed at the same time. 
 

6) The Tablet Computer 
Android is an operating system that uses Linux. It is mainly 

used for mobile devices, such as smartphones and tablets. 
Unlike normal programming for an Android application in 
JAVA language, the Titanium Studio IDE provides exclusive 
APIs to develop cross-platform applications by only using 
JavaScript, HTML and CSS. The related Software 
Development Kit (SDK) must be installed at first. Titanium 

 
Fig. 10. MI architecture. 
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packs the mobile web application into a native application 
that can be run on Android, iOS or Blackberry OS.  

 

IV. IMPLEMENTATION 

This study uses a rational database that provides users with 
a screenplay editing service and the ability to record essential 
related data. 

 

A. The User Interface for the ISAP 
 Creating a Screenplay 

Users can add personal screenplays by entering the title and 
description and by choosing the number of each type of robot 
to be used and a picture that becomes the cover for the 
screenplay. The interface that is used to create the screenplay 
is shown in Fig. 11. ISAP allows the user to add all of the 
scenes that are required for the screenplay, including the 
initial, the middle and the final scenes. As shown in Fig.12, 
when adding a new scene, the user first enters the scene’s title 
and description and then, in the scene selector, chooses 
between one of two modes: automatic mode and colored card 
mode.  In automatic mode, the scene is played in a linear 
fashion, as defined in the root node. That is, the story follows 
a pre-set pattern. The colored card mode allows the user to 
choose a colored card that is then interpreted by the 
DARwIn-OP as the selection of a plot direction. As shown in 
Fig. 13, a scene box appears to show that the new scene has 
been successfully created. There is an automatic mode or 

color-card mode icon at the top left corner. The tooltip icon at 
the bottom of the scene box allows the user to see a 
description of the scene.  

 

 Editing a Scene  

Having selected a scene, the user then double-clicks on the 
scene icon to edit the scene’s content.  The scene-editing page 
comprises three divisions: the motion library, the music 
library and the timeline, as shown in Fig. 14.  The motion 
library allows the user to choose from a variety of postures 
and motions, ranging from pre-programmed robotic motions 
to Kinect motions.  The music library features a diverse 
collection of sound effects and background music. In Fig. 15, 
the timeline consists of the sound effects, the background 
music and the motion and speech for each robot. Each scene 
has only one local timeline that is measured in seconds. The 
files in the motion and music library can be dragged into a 
specific track, in order to add a new event to the timeline. Fig. 
16 shows the user picking up a motion file and dragging it 
into a track. In the next step the motion file is placed at the 
desired location on the timeline. Finally, the new action 

 
Fig. 11.  The interface that is used to create screenplay. 
  

(Add a Screenplay)

(Add a Cover)

(Description)

(Number of robots)

(Create)

 
Fig. 12.  Adding a new scene. 
  

 
Fig. 13.  The appearance of the scene box. 
  

 
Fig. 14.  Scene-editing page. 
  

   
Fig. 15.  Adding a new motion into a track. 
  

 
Fig. 16.  Speech function. 
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appears with its name on the timeline, along with a box that 
represents the start and end times for the action. The user can 
cancel the action by double clicking on the box that represents 
the action on the timeline. In Fig. 16, if the user double clicks 
on the blank area below the numbers and the timeline a box 
appears where the user can type what the robot are to say. 
This box can be deleted only by erasing this line. 

 
 The Relationships between Scenes 

When scenes have been created, a linking tool is used to 
establish the relationships between scenes.  As shown in Fig. 
17, the user drags the linking tools from the source scene to 
the target scene.  An arrow automatically appears between the 
two boxes that represent the scenes, signalling completion of 
the linking process.  The link is removed by double-clicking. 
Fig. 18 shows a scene box that has more than two child nodes 
at the next level, which result in branching at the end of the 
current scene.  

 
 Motion Management 

Fig. 19 shows that the EPRS allows the administrator of the 
website to add or modify existing DARwIn-OP and Bioloid 
motion commands, as well as different types of performance 
robots with motion functions, such as the NAO.  GIF and 
JPEG file formats are both supported. GIF is used for motion 
and JPEG for posture. 

 

B. Improvement 

There are six essential elements for improvement in the 
EPRS shown below. These are compared to platform I [8][9] 
and platform II [2][3]. Table I shows the comparison between 
the results for a previous work and those for the EPRS. The 
EPRS supports any type of robot that has built-in motion and 
speech functions. Users can upload or modify a robot’s 
motion commands using this platform. The visual timeline 
tracks within each scene allow users to edit the details of 
screenplays more accurately and simply. The addition of 
background music and sound effects adds to the 
entertainment value of the platform and enhances the robotic 
puppets’ performance and increases viewing pleasure. In the 
EPRS, the dynamic screenplay divides the story into many 
scenes using a flexible timeline. The order of these scenes can 
be easily rearranged using GUI. The branching feature allows 
users to influence the development of the story. Even if the 
screenplay is performed many times, different plot are 
possible. The EPRS allows the intuitive and simple addition 
of new motions using Kinect. Different Kinect based files can 
also be shared between users. As long as the Android devices 
and the robotic actors are connected to Wi-Fi, robotic puppet 
shows can be performed anytime. The video recording of the 

 
Fig. 17.  Linking tool for a scene. 
  

 
Fig. 18.  Branching. 
  

 
Fig. 19.  Motion management page. 
  

TABLE I 
COMPARISON BETWEEN TWO PLATFORMS I, II AND EPRS 
Platform 
Function 

Proposed 
platform I 

Proposed 
platform II EPRS 

Type of Robots Bioloid DARwIn-OP 
NAO Any kind 

Vocal Expression Yes Yes Yes 
Web-based 
Authoring Yes Yes Yes 

Driven Type Timeline Event Timeline 
Expression in 
Motion and 

Speech. 
Yes Yes Yes 

Interaction 
between Robots, 

Sound Effects and 
Background Music 

Yes No Yes 

Effective 
Atmosphere 

Facial 
Expression No 

Sound 
effects 

Background 
Music 

Dynamic 
Interaction No No Yes 

Motion Extension Only 
Posture No Yes 
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platform showing the final results of the implementation can 
be accessed at [16]. 

 

V. CONCLUSION 
This study proposes a streamlined graphical user interface 

for the editing of motion and sound-enabled screenplays. 
These dynamic screenplays allow the audience to interact 
with robotic puppets and create participatory experiences.  
The ability to add robot types and user-generated motion 
makes the platform a powerful tool that has creative and 
educational applications. Web-based architecture enables the 
EPRS to be accessed from any web browser or smart device 
that is connected to Wi-Fi, which eliminates the traditional 
physical restrictions and allows robotic puppet shows to be 
presented at any time. 

In spite of the fact that the EPRS has many useful functions, 
there is still room for improvement or modification in the 
future. Three possible improvements are described below. 
 
 Diverse Ways for Users to Interact with Robots 

In order to ease interaction, the color detection could be 
substituted by facial or voice recognition, to allow more 
interesting and significant scenario to be created when the 
audience interacts with robotic puppets. 
 
 More Performance Element 

Video could also be used for the robotic puppet show, to 
make the performance more attractive and complete. An 
additional timeline track could be added within a scene to 
record the video arrangement and the designated videos could 
be synchronized with the robotic puppets, the sound effects 
and the music. The video could also be played on a monitor or 
on the panel of a smart device behind the robotic puppets. 
 
 Key-pose Reduction 

There are still some redundant postures that are regarded as 
key-poses and recorded in the files. If the redundant postures 
could be filtered out, there could be a resultant reduction in 
the use of system resources and storage space. 
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Abstract—ln facing the coming of the aging society, various 

types of robots have been introduced for elderly assistance. 
Among them, the passive robot walking helper, which features 
continuous energy dissipation from the system and is thus 
intrinsically safe, is appealing in providing safe mobility. For its 
practical application in daily activities, the capability in obstacle 
avoidance during guidance is very imperative. As both static 
and moving obstacles may be present, it motivates us to propose 
such a scheme that is able to avoid both types of obstacle in a 
real-time manner. With a desired goal to reach, the proposed 
scheme first plans a smooth path for the walking helper to 
follow. A novel strategy, combined with receding horizon 
control, is then proposed to avoid the obstacles detected by the 
equipped sensing system. Experiments based on i-Go, a passive 
robot walking helper developed in our laboratory, are 
conducted in real environments for demonstration. 
 

Index Terms—collision-free guidance, static and moving 
obstacle, passive robot walking helper.  

I. INTRODUCTION 
ITH the increase in elderly population, elder care is a 
focus within our society [1]. Many different types of 
robots have been introduced to assist the elderly in 

various areas. The elders tend to fall during walking due to 
the inability to balance. In addition to the development of 
electric wheelchairs [2-3], research has also been proposed to 
use a robot walking helper for their assistance. Even when the 
elders are able to walk, frequent use of a wheelchair may lead 
to atrophy in lower-limb muscles [4]. It thus makes the robot 
walking helper more appealing. According to the source of 
power, they can be classified into active and passive types. 
The active robot walking helpers use servo motors to guide 
the user, while actively adding energy to the system [5-11]. 
The passive ones move only by the forces supplied by the user. 
Controlled brakes are used to steer the robot walking helper 
while continuously dissipating energy from the system. With 
energy being continuously dissipated from the system, these 
are intrinsically safe [12-18]. For both types of robot walking 
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helpers, effective maneuver and guidance strategies are 
crucial for their practicality in daily lives. Up to date, they 
have been equipped with functions such as path guidance 
[5,19-21], obstacle avoidance [14,22], health monitoring 
[11,19,23], preventive fall [23], and intentional manipulation 
[5,7,14-15], among others. 

For safety concern, in this study, we dedicate to the passive 
robot walking helper. We thus need to face a very challenging 
demand in control, as its movement is dictated by both 
applied force from the user and braking torque from the 
walking helper. In other words, the governing guidance 
system needs to determine proper braking torque to go along 
with user-applied force for path following in a real-time 
manner. Furthermore, as both static and moving obstacles 
may be present in the daily activities, it is very important for 
the robot walking helper to be capable of obstacle avoidance 
during guidance. Although there have been many approaches 
proposed for the mobile robot [24,25] and also active robot 
walking helper [13,25] for obstacle avoidance. 
Comparatively, few researches have been devoted to the 
passive robot walking helper. Among them, Kosuge et al. 
propose potential canal for path planning and use the artificial 
potential field method for obstacle avoidance [27]. In our 
previous works, we have developed a scheme based on the 
concept of collision-free area for avoiding static obstacle [28] 
and conducted preliminary study on moving obstacle 
avoidance [29]. Up to now, a scheme for the passive robot 
walking helper that can tackle moving obstacles well is still in 
demand. It thus motivates us to develop such a scheme. 

To tackle moving obstacles, especially under the condition 
of limited mobility provided by the walker via the brakes, we 
come up with a novel strategy to respond to the incoming 
obstacles of various speeds from different directions. 
According to detected obstacle information, the proposed 
strategy will determine whether the walker should continue 
the planned guidance, wait for the obstacle to pass, or steer 
the walker to deviate from it. We then propose using receding 
horizon control to execute those actions solicited by the 
strategy for obstacle avoidance. Receding horizon control is 
an online control method, which incorporates state and 
control constraints into a planning problem. It predicts system 
states and control inputs using the optimization method, and 
controls the system with the predictive control profile over a 
small period. The desired goal can thus be achieved by 
repetitively executing the procedure. Based on our previous 
work [30], in which receding horizon control was applied to  
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Figure 1 i-Go equipped  with sensing and control modules. 

govern a passive robot walking helper in a free space, we 
further enhance it for obstacle avoidance. 

For demonstration, we conduct experiments based on a 
passive robot walking helper, i-Go, developed in our 
laboratory.  The rest of this paper is organized as: Section II 
describes the system of a passive robot walking helper, 
including its mechanism, sensing, and control modules. 
Section III discusses the proposed scheme. Section IV 
presents simulation and experimental results, including the 
case with both static and moving obstacles. Finally, section V 
gives the conclusions.  

II. SYSTEM DESCRIPTION 
In this section, we explain how the proposed scheme 

operates and also give a brief description on the passive robot 
walking helper, i-Go, developed in our laboratory. Figure 1 
shows the system block diagram of i-Go, which is equipped 
with the sensing and control modules. In Figure 1, the 
proposed collision-free receding horizon control scheme 
receives the inputs of applied force from the user via the 
force-sensing grip, obstacle’s position and velocity from the 
obstacle detector, and planned path from the Dubins curve 
planner [31], and also the feedback of the motion states of 
i-Go, to determine proper braking torque for collision-free 
guidance. This scheme mainly consists of the strategy for 
obstacle avoidance and receding horizon passive controller, 
which will be discussed in Sec. III. Before its discussion, we 
briefly introduce the system implementation and dynamic 
model for i-Go below. 

 

A. System Description 
Figure 2(a) shows the outlook of the i-Go, which consists 

of a support frame made of aluminum and designed to be 
U-shaped that allows the user to walk in its center for better 
support and stability, two wheels equipped with servo brakes 
and encoders for position and velocity estimation, the force 
sensing grip system on the handles, the hip rotation detector 
system, a controller installed in the notebook, and sensors for 
obstacle and slope detection. The laser sensor system 
(URG-04LX-UR01, Hokuyo Corp., Japan) and force-sensing 
grip previously developed [29] are used to detect obstacle 
information and user-applied force, respectively. The servo 
brakes are used to regulate the velocity and directional angle  

 
(a) Outlook (b) Configuration 

Figure 2 The developed passive robot walking helper, i-Go: (a) outlook and 
(b) configuration. 

 
Figure 3 Laser range finder (URG-04LX-UR01) used for obstacle detection. 

of i-Go. The force sensing grip and hip rotation detector are 
attached on i-Go, as shown in Figure 2(a). 

B. Dynamic Model      
Figure 2(b) shows the configuration of i-Go in Cartesian 
coordinates, described as 

[ ]Tyxq θ=  (1) 

where x and y are the coordinates of the center of the rear axle, 
and θ the heading angle. With the assumption of no-slip at the 
wheel contact points, the velocities of the wheel centers are 
parallel to the heading direction, and q  can then be 
expressed as 

VqSq )(=  (2) 

where V=[v ω]T is a vector consisting of the heading speed v 
and turning speed ω, and S(q) is given as  
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Assume that this i-Go is symmetric and the user applies force 
on its center. The motion equations are thus formulated as  
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with m the mass, I the moment of inertia about the center of 
the rear axle, r the wheel radius, b half distance between the 
two wheels, br and bl the servo torques applied to the right 
and left wheels, respectively, fd and τd the driving force and 
torque imposed on the robot walking helper, and λ the 
constraint force. For the robot walking helper to be passive 
and dissipative, we design the control law to be 

,rrbr K θτ −= llbl K θτ −=  

 

(6) 

where rθ  and 
lθ  are the angular speeds of the right and left 

wheels, respectively, and Kr and Kl the non-negative braking 
gains. And, the angular speeds rθ  and lθ  can be calculated 
under the no-slip condition as 

,)( rbvr ωθ += rbvl )( ωθ −=  (7) 

To make sure i-Go be passive and dissipative, the braking 
torques in Eq. (6) need to be non-negative, which demands 
the minimum allowable curvature radius of the trajectory to 
be larger than b for the wheel angular speeds in Eq. (7) to be 
nonnegative. In Eq. (6), the selection of braking gain K=[Kr 
Kl]T is very crucial for system performance, and its derivation 
can be referred to our previous work [34]. 

III. PROPOSED SCHEME  
The proposed collision-free receding horizon control 

scheme is developed to deal with the static and moving 
obstacles that may be present in the planned path for guidance. 
According to the direction and velocity of the detected 
obstacles, the strategy for obstacle avoidance will first 
determine what action should be taken to avoid collision, and 
then forward it the receding horizon passive controller for 
execution. 

A. Strategy for Obstacle Avoidance 
Because i-Go is intended for elderly assistance, it is not 

expected to move fast or to be used in a crowded environment. 
The moving obstacles are thus assumed to be few and move in 
fixed directions, like pedestrians in the neighborhood area. In 
responding to such situation, the actions for the robot walking 
helper to avoid collision are designed to be: 

 Guiding: maintain moving on the planned path 
when the obstacles would not affect its motion. 

 Waiting: wait for the obstacles to pass when its 
moving direction is different from that of them. 

 Steering: steer it away from the obstacles when they 
may come to hit each other in the same direction.  

The strategy is activated whenever obstacles are detected. 
To evaluate the influence from the obstacle, we first 
encompass the obstacle with a rectangle, shown in Figure 4, 
where (xo, yo) is the center of the obstacle, vo its velocity 
(taken to be in x’ direction), and 2ro the width of each of the 
four boundaries with ro that of the obstacle, where x’- and 
y’-axis are taken to be its moving and perpendicular direction, 
respectively. When the trajectory of i-Go, denoted as 
q’(t)=(x’(t), y’(t)), may encounter the moving rectangle at 
certain moment, we consider there is a potential for collision. 

When the collision may come from the front, the steering 
action will be taken, which may deviate i-Go to move away 
from the obstacle from the side, as shown in Figure 5(a), 
where τc is the time for the helper to move from the current 
location to reach the boundary of the rectangle. When it 
comes from the right, as shown in Figure 5(b), the waiting 
action will be taken with the time for waiting tw calculated as  

( )
o
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w v

rtx
t

++
=

τ'  (8) 

When the obstacle may not affect the planned guidance, the 
guiding action is taken. Note that for the case that the waiting 
time tw is longer than a preset limit Tw, the steering action is 
suggested for speeding up the guidance. The algorithm for 
obstacle avoidance is summarized as follows: 
 
Algorithm for Obstacle Avoidance: Input detected obstacle 
information, output the action of guiding, waiting, or steering 
to avoid possible collision.  

Step 1: Initialize the system with the guiding action. 
Step 2: Detect position (xo, yo) and velocity vo of the obstacle. 
Step 3: Generate a rectangle that encompasses the obstacle  

with (xo, yo) as the center and 2ro as the width of the  
boundary. 

Step 4: If the collision may come from the front, take the  
steering action, and go to Step 6; 

else if the collision may come from the right or left,  
take the waiting action, calculate waiting time tw 

using Eq. (8) and go to Step 5;  
              else, take the guiding action, and go to Step 6. 
Step 5: If tw < Tw, take the waiting action, and go to Step 6; 
              else, take the steering action, and go to Step 6. 
Step 6: Send the selected action to the receding horizon 

passive controller to derive corresponding braking 
torques. Go to Step 2.  

 
Figure 4 The rectangle that encompasses the moving obstacle for evaluating 
possible collision.  
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obstaclevo 2rox'

y'

Moving 
direction
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  (a) Collision from the front                (b) Collision from the right 
Figure 5 Possible collision between the robot walking helper and moving 
obstacle: (a) collision from the front and (b) collision from the right. 

B. Receding Horizon Passive Controller  
The receding horizon passive controller is developed to 

derive corresponding braking torques for executing those 
actions determined by the strategy for obstacle avoidance. 
The process for control may be adjusted in responding to each 
of the actions. The control scheme is formulated as follows. 
Given the current state q(t)=[x(t) y(t) θ(t) v(t) ω(t)]T of the 
robot walking helper, where x(t) and y(t) are position, θ(t) 
directional angle, v(t) velocity, and ω(t) angular velocity, 
respectively, and the initial path connecting the waypoints (xi, 
yi), i=1,…, n, the acceleration and angular acceleration, 
u=[a(t), α(t)]T, can be obtained by solving the following 
optimal control problem:  

Uu Qq uqfq  to subject

TtqJ   
u

∈∈=

+

,),,(

))((min



 (9) 

where J and T are the cost function and time duration, 
respectively. Here, J is defined as  

( )( ) ( )( ) ( )( )( )222

2
1

ppp TtyTtyxTtxJ θθ −++−++−+=  (10) 

where xp, yp, and θp are current target point and orientation, 
(xp, yp) the position of the ith line segment connected with 
i-1th and ith waypoint, and θp the angle between the robot 
walking helper and ith line segment. Here, i is decided by 
(x(t+T), y(t+T)) which has minimum distance to ith segment 
path. To efficiently solve the optimal control problem, the 
input is defined as 

[ ]
[ ]


 ≤≤

=
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u

,00
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)( 111 τα
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where a1 and α1 are the constants and T1 the control time. 
Motion state at time t+τ, τ > T1 can then be obtained as 
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where Fc, Fs, Fct1, Fst1, Fc2, Fs2 can be calculated via Fresnel 
integrals [32]. With the function J of a1 and α1, the optimal 
control problem can be simplified to  
 

0

),(min

11

11, 11

≤−± F
b
Ima  to subject

aJ   
a

α

α
α  (13) 

To efficiently solve the optimal control problem, we first fix 
α, and then calculate a that satisfies the passive constraints.  
The precise angular acceleration can be obtained by using 
golden section search [33].  

As the steering action is activated when the obstacle 
approaches the robot walking helper from the front, it needs 
to turn left or right to avoid the incoming obstacle. Refer to 
Figure 5(a), when y’(t+τc) < 0, i.e., the collision may come 
from the left, the turning direction should be left; when y’(t+τc) 
> 0, it is vice versa. The controller will then regulate the 
angular acceleration to achieve the turning.  As for the 
waiting action, which responds to the situation that the 
obstacle may come in from the right or left side, the speed 
needs to be slowed down enough for the obstacle to pass. The 
controller will then determine proper deceleration according 
to the distance between the moving obstacle and robot 
walking helper, with a safe margin taken as the buffer. Once 
the acceleration and angular acceleration are determined for 
the current action, corresponding control torques can then be 
calculated. This procedure for path guidance and obstacle 
avoidance is repetitively executed until the target location is 
reached. 

IV. SIMULATION AND EXPERIMENTAL RESULTS  
We conducted simulations and experiments to evaluate the 

performance of the proposed scheme. Before that conducted 
for obstacle avoidance, we first validated the ability of the 
laser ranger finder in detecting the size and velocity of the 
moving obstacle. Figure 6(a) shows the experimental scene, 
and Figs. 6 (b) and (c) the detected results with the mean 
walking speeds of the subjects about 0.7 m/s and 0.39m/s, 
respectively. As the moving obstacles could be successfully 
detected using the laser range finder, we went on with the 
simulations and experiments for obstacle avoidance. 

vo

Moving 
obstacle

q’(t) = (x’(t) , y’(t))
i-Go

x'

y'

Moving 
obstacle

i-Go

x'
y'

vo

q’(t) = (x’(t) , y’(t))
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q’(t+τc)
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For the simulations, i-Go was used to guide the user to 

follow a planned path, while avoiding the incoming obstacles, 
with the parameters set to be m = 50 kg, I = 11.56 kgm2, r = 
0.0616 m and b = 0.34 m, which were the same as those of the 
real i-Go. The user-applied force was assumed to follow the 
function of 10(1+0.1sin(πt/2)), with a sampling time of 0.1s. 
Those parameters for the proposed scheme were chosen as T 
= 7 s, T1 = 1 s, vmax = 0.5 m/s, ωmax = 1 rad/s, Tw = 5 s, and Ts = 
1 s, respectively. The detecting range of the laser sensor was 
set to be 4 m in its front half circle.  The start and end points (x, 
y, θ) were set to be (0 m, 0 m, π/2 rad) and (4 m,4 m, π/2), 
respectively. The initial position and velocity (xo, yo, vo) of the 
moving obstacles were set as (2 m, 2 m, 0.5 m/s) and (1 m, 4.5 
m, 0.5 m/s), respectively. Figures 7(a)-(c) show trajectories of 
i-Go and moving obstacles, motion states θ, v, ω, along with 
the braking torques τr and τl, and corresponding actions, 
respectively. As the first obstacle approached from the front 
at about 4 s., the steering action was taken, which turned i-Go 
to the right to avoid it. The waiting action was activated to 
wait for the second obstacle from the left to pass at about 9 s. 
Finally, i-Go reached the end point accurately at about 20 s., 
with braking torques all non-positive.  

With the satisfactory simulation results, we then conducted 
the experiments in the hallway of our engineering building. 
The parameters for the proposed scheme were set to be the 
same as those used for simulations. We asked the user to push 
i-Go to follow a planned path, during which two pedestrians 
walked by in normal speeds. Figure 8 shows the experimental 
scene with the subject and i-Go. Figures 9(a)-(f) show the 
trajectories of i-Go and moving obstacles, motion states and 
braking torques, user-applied force, corresponding actions, 
and also the motions states of the two obstacles, respectively. 

In Figure 9, the steering action was taken to avoid the first 
pedestrian by turning i-Go to the right, and the waiting action 
activated to avoid the second pedestrian from the left by 
reducing its speed to almost zero. In Figure 9(c), user-applied 
force was observed to be slightly oscillating at around 10 s. 
and 20 s., which corresponded to the transition between 
actions. This might be due to imprecise identification of the 
action caused by not so accurate obstacle detection, as shown 
in Figures 9(e)-(f). However, the accuracy of obstacle 
detection increased as the obstacle moved closer, which still 
yielded enough time for the scheme to activate the desired 
action. We also performed experiments under different setups 
with obstacles of various velocities. The results show that the 
proposed scheme well tackled obstacles under the speed of 
0.8 m/s in not very crowded environments. Meanwhile, when 
the system is equipped with a better capability for obstacle 
detection, it should be able to handle obstacles of higher 
speed. 

 

 
(a) Trajectories of i-Go and moving obstacles 

 
(b) Motion states and braking torques 

 
(c) Action 

Figure 7 Simulation results for path guidance and obstacles avoidance: (a) 
trajectories of i-Go and moving obstacles, (b) Motion states and braking 
torques, and (c) corresponding actions.  

moving obstacle 1 moving 
obstacle 2

 
(a) Experimental scene 

 

 
(b) First detection 

 

 
(c) Second detection 

 
Fig. 6  Moving obstacle detection: (a) experimental scene, (b) first 
detection, and (c) second detection. 
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          (a) Experimental scene                        (b) Subject and i-Go 

Figure 8 Experimental scene with the subject and i-Go. 

 

(a) Trajectory of i-Go and moving obstacles 

 
(b) Motion states and braking torques 

 
(c) User-applied force 

 

 
(d) Action 

 
(e) Motion states (obstacle 1) 

 

 
(f) Motion states (obstacle 2) 

Figure 9 Experimental results for path guidance and obstacle avoidance: (a) 
trajectories of i-Go and moving obstacles, (b) motion states and braking 
torques, (c) user-applied force, (d) corresponding actions, (e) motion states 
(obstacle 1), and (f) motion states (obstacle 2). 

We further conducted the experiment for the case with both 
static and moving obstacles. During the experiment, the 
subject would encounter one static and two moving obstacles. 
The initial locations for the two moving obstacles (obj 1 and 
obj 2) were set to be (-0.5m, 10m) and (7m, 17.5m), 
respectively, with their velocities around 0.2~0.5m/s. The 
static obstacle (obj 3) was a pillar, located at (4.7m, 8.6m). 
The subject was asked to move from (0m, 0m) to (6m, 9m) 
along an L-shaped path, as shown in Figure 10(a). During the 
guidance, the i-Go first detected an incoming obstacle (obj 1) 
and took the steering action to avoid it, as shown in Figure 
10(b). It later detected two obstacles approaching, the second 
moving obstacle (obj 2) and the pillar (obj 3). The i-Go 
determined that the presence of obj 3 would not affect its 
motion and thus took no action, as shown in Figure 10(b). 
Meanwhile, obj 2 was considered dangerous, and avoided by 
taking the waiting action, as shown in Figure 10(d). Figure 
10(e) shows the whole process, during which i-Go successful  

moving obstacle 1

moving 
obstacle 2
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                   (a) Motion start                           (b) Avoiding first obstacle 

 
           (c) Detecting two obstacles                  (d) Avoid third obstacle 
 

 
(e) The whole process 

 
Figure 10 The process for i-Go to avoid both static and moving obstacles. 

guided the subject to pass through all the obstacles and 
reach the final goal, demonstrating the proposed scheme was 
capable of dealing with both static and moving obstacles 
altogether. 

V. CONCLUSIONS 
For its application in daily lives, in this paper, we have 

developed a collision-free guidance scheme for the passive 
robot walking helper, which includes a novel strategy for 
moving obstacle avoidance, and a receding horizon passive 
controller for execution. To demonstrate its effectiveness, 
experiments have been conducted in real environments based 
on our developed passive walking helper i-Go. In future 
works, we plan to apply it for more challenging environments, 
in which more pedestrians and objects with higher moving 
speeds may be present. 
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 Abstract—We want to improve the performance in 
larger scale of environment features, let robot move itself 
more accuracy inspired by neuro-fuzzy based adaptive 
EKF is provided. In this case, we present the development 
based on it and adjusted R matrix at each running step 
estimating proper values. Needing robot move more 
accuracy, should reduce the mismatch between the two 
covariance matrix: theoretical and actual. Using the 
particle swarm optimization (PSO) replaced Back 
propagation (BP) trained in this system because PSO 
iterated and adjusted the weight factors and the 
consequent of the network to let error cost function 
minimum. By employing PSO we can exploit the 
advantages of the high-dimensional search space 
algorithm for more effective training of ANFEKF. Our 
experiment result divided two part: simulation and real 
implement, using the mobile robot platform under two 
benchmark of environment situation with a number of 
landmarks. 

I. INTRODUCTION 

he SLAM problem has been studied and developed for 
many decades and now is still a challenging problem 
that attracts many concerns from researchers. The 

SLAM based mobile robot platform is used to deal with the 
problem of localizing the robot position relative to the 
environment and simultaneously building the environment 
map. 

The relative SLAM and absolute SLAM is important in 
this kind of research. The relative SLAM means that the 
robot localizes itself and builds a map based on the 
odometry data provided by the encoder attached on the 
robot wheels. The relative SLAM is also known as the dead 
reckoning [1] method and the main disadvantages of this 
approach is that the error accumulation over the running 
time, which leads to the significant degradation of robot 
localization and mapping. The absolute method takes the 
advantage of environment measurements provided from a 
set of external sensors to perform localization and mapping 
functions. This approach is also known as the beacon based 
SLAM or SLAM based on landmarks observation [2]. The 
SLAM algorithm had drawback on accuracy that it 
significantly rely on the observed features in the 
environment and the reliability of the external sensors. 
Possible changes to the environment features or too noisy 
sensor reading information may lead to the wrong inference 
of the SLAM results. 

                                                      
1Cong Hung Do and Yi-Chun Huang are with the Department of 

Electrical Engineering, National Chung Cheng University, Chiayi 621, 
Taiwan.  
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To overcome those foregoing drawbacks, this paper that 
synergistically combines the information from multiple 
sensors to provide more reliable and accurate information. 
In this work, the odometry sensor and the range finder 
sensor information through EKF combined each other. 
There are some similar works proposed before [3], [4], [5]. 
However, designing an effective EKF method requires 
priori knowledge and the measurement, it represented by 
matrix Q and matrix R. During most practical situations 
these parameters are undefined and usually set as fixed 
values throughout the running time. This set up usually 
results not only caused the measurement noise but also the 
process in the poor estimation. Unfortunately, it leads to the 
significant degradation of the EKF performance. Another 
widely known problem is the computational burden higher 
in the classical full EKF-based SLAM with a large number 
of features, effecting the total robot state and total 
covariance matrix. One of the effective solutions to 
overcome this weakness is to employ adaptive algorithms 
for SLAM. In the adaptive SLAM, there are also many 
methods proposed [6], [7], [8], [9], [10]. 

In this paper, a SLAM with neuro-fuzzy aided EKF 
approach is presented. Particularly, the matrix R in adaptive 
neuro fuzzy want to adapt by itself while maintaining the 
value of Q fixed (assume Q is completely known). Then 
many free parameters exist in the neuro-fuzzy model, 
learned by the particle swarm optimization (PSO), which is 
a random search based metaheuristic optimization 
procedure. The contribution of this paper is designed and 
adjustment of adaptive neuro fuzzy EKF (ANFEKF). It 
improves the performance of SLAM in the larger scale of 
environment features which cannot be achieved by 
conventional EKF approaches in terms of computational 
cost, `performance efficiency and real time implementation. 

There are many other studies on this topic available, most 
of them are published in the recent years and currently 
stand still the ongoing development. This begs the question: 
why yet another paper on the topic of adaptive fuzzy neuro 
based mobile robot localization? The reason that this work 
is to offer an intuitive solution to the SLAM problem in 
three layers. Firstly, the solution is proposed primarily 
based on the most well-known optimal state estimation 
approach, extended Kalman filter [11], [12], [9]. Secondly, 
the artificial intelligence approach, or to be more 
specifically the adaptive neuro fuzzy [13], [14], is also 
applied with the aim of optimizing the basic EKF 
performance. Finally, the heuristic search [15], PSO, is 
employed for assisting the adaptive neuro fuzzy in terms of 
the learning process. A few papers address some of the 
above solutions [16], [14], but not many offer all three 
layers of solution presented in this work. 
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II. APPROACH 

A. Robot Kinematics Modeling and Extended Kalman Filter 

If we heard wheeled cars, they would be famous on class 
of vehicles research. It seems like the typical archetype of 
most ground robots. Generally, it had commonly the bicycle 
model to represent for a four-wheeled car-like vehicle 
followed by 

�
𝑥𝑥 ̇
𝑦̇𝑦
𝜙̇𝜙
� = 𝑓𝑓(𝑋𝑋) = �

(𝑉𝑉 + 𝑣𝑣𝑣𝑣)cos (ϕ + [γ + vγ])
(𝑉𝑉 + 𝑣𝑣𝑣𝑣)𝑠𝑠𝑠𝑠𝑠𝑠 (ϕ + [γ + vγ])

(𝑉𝑉+𝑣𝑣𝑣𝑣)
𝐵𝐵

𝑠𝑠𝑠𝑠𝑠𝑠 (γ + 𝑣𝑣𝑣𝑣)
�        (1) 

Dynamic model is written by x y φ  


  . It related with 
the Cartesian coordinates [x, y] and the robot orientation ϕ, 
which respect to the global coordinates respectively. Let 
u = [V, γ], two parameters are separated control velocity V 
and steering angle γ. Dynamic situation might consider 
noise existed. The covariance matrix of the process noise 
v = [vv vγ], one is the noise of input V, the other is steering 
angle. Finally, B is the baseline of the vehicle or robot. 

A mobile robot adopts external sensors for sensing the 
features of the physical environment. In this work, the sonar 
sensor used the external sensor of the robot to provide the 
measurements of range ri and bearing θi of the observed 
features (xi yi). The mathematical model can be represented 
by 

�
𝑟𝑟𝑖𝑖
𝜃𝜃𝑖𝑖� = ℎ(𝑋𝑋) = �

�(𝑥𝑥 − 𝑥𝑥𝑖𝑖)2 + (𝑦𝑦 − 𝑦𝑦𝑖𝑖)2

+𝜔𝜔𝑟𝑟𝑡𝑡𝑡𝑡𝑡𝑡−1
𝑦𝑦−𝑦𝑦𝑖𝑖
𝑥𝑥−𝑥𝑥𝑖𝑖

− 𝜙𝜙 + 𝜔𝜔𝜃𝜃 �        (2) 

where the two noise variances ωr and ωθ is applied to the 
range and bearing measurements respectively, and 
W = [ωr ωθ]  is the covariance matrix of the noise 
observation. 

In 1960, Kalman solved the linear-quadratic problem 
used a recursive solution, which is he presented. The linear- 
quadratic problem is associated with the current state of a 
linear dynamic system (or state of process) perturbed by 
white noise estimated. To estimate (or predict) the current 
state of the process, Kalman filter kept recursive way with 
the current measurement and the priori state of the process 
simultaneously. 

EKF is an expanded version of Kalman filter, that aimed 
to deal with non-linear models. The only difference 
between Kalman filter and EKF is adding extra 
linearization model calculating the partial derivatives of the 
state variables on prediction step. The general non-linear 
system and the measurement mathematical form is 
described by 

𝑥𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘,𝑢𝑢𝑘𝑘) + ω𝑘𝑘                        
𝑧𝑧𝑘𝑘 = ℎ(𝑥𝑥𝑘𝑘) + 𝑣𝑣𝑘𝑘                        (3) 

where xk, zk, uk are appeared on function (3).First and 
Second parameters are severally means at sampling instant 
k, having n×1 process state vector and the m × 1 measure- 
ment vector. The uk is the control input. Random 
variables wk and vk, means the Gaussian white process 
noise and measurement noise respectively. Pk, Qk and Rk 
are totally equivalent to covariance matrices for xk, ω𝑘𝑘 and 
vk severally. 

B. SLAM based on EKF 
In this work, the map of the environment is given. It 

means that the robot knows the map and the environment 
features in advance. The EKF filter estimates the robot pose 
by fusing the information provided by the odometer, map 
and range finder sensor. The Robot need to move accuracy 
by following the algorithm, which recursive steps of 
position prediction, observation, measurement prediction, 
matching and estimation. 

1) Robot Position Prediction: Predicting at time step 
k+1 robot position, it is related with the time step k 
location. The control input in movement uk is given by 

𝑥𝑥�𝑘𝑘− = 𝑓𝑓(𝑥𝑥𝑘𝑘,𝑢𝑢𝑘𝑘) 
𝑃𝑃𝑘𝑘− = 𝐹𝐹𝑘𝑘𝑃𝑃𝑘𝑘𝐹𝐹𝑘𝑘𝑇𝑇 + 𝐺𝐺𝑢𝑢𝑄𝑄𝑘𝑘𝐺𝐺𝑢𝑢𝑇𝑇                 (4) 

where Fk = ∂f
∂X

 and Gu = ∂f
∂u

. 

2) Observation: The second step about the robot at time 
k+1 sensor measurements Zk+1. 

3) Measurement Prediction: Pass by (4) calculating, we 
have the predicted robot position 𝑥𝑥�𝑘𝑘+1− .Using this infor- 
mation and the current map,we can produce the 
predicted measurement 𝑧̂𝑧𝑘𝑘  according to 

𝑧̂𝑧𝑘𝑘 = �
�(𝑥𝑥� − 𝑥𝑥𝑖𝑖)2 + (𝑦𝑦� − 𝑦𝑦𝑖𝑖)2

𝑡𝑡𝑡𝑡𝑡𝑡−1 𝑦𝑦�−𝑦𝑦𝑖𝑖
𝑥𝑥�−𝑥𝑥𝑖𝑖

− ϕ�
�            (5) 

Predicted measurement and actual measurement zk  
might have little difference or existed error. Estimation side 
consid- ered it and followed by innovation sequence vk (or 
residual) with the covariance 𝑆𝑆𝑘𝑘 = 𝐻𝐻𝑘𝑘𝑃𝑃𝑘𝑘−𝐻𝐻𝑘𝑘𝑇𝑇 + 𝑅𝑅𝑘𝑘  and 
𝐻𝐻𝑘𝑘 = 𝜕𝜕ℎ

𝜕𝜕𝜕𝜕
 . It is simple written by 𝑣𝑣𝑘𝑘 = 𝑧𝑧𝑘𝑘 − 𝑧̂𝑧𝑘𝑘. 

4) Matching: Matching part will use landmarks (store 
in the map) and observe measurements to let robot adjust 
itself navigating closed to original path. 

5) Estimation: The estimation section can be 
described by 

𝑥𝑥�𝑘𝑘 = 𝑥𝑥�𝑘𝑘− + 𝐾𝐾𝑘𝑘�𝑧𝑧𝑘𝑘 − ℎ(𝑥𝑥�𝑘𝑘−)�                      
  𝐾𝐾𝑘𝑘 = 𝑃𝑃𝑘𝑘−𝐻𝐻𝑘𝑘𝑇𝑇(𝐻𝐻𝑘𝑘𝑃𝑃𝑘𝑘−𝐻𝐻𝑘𝑘𝑇𝑇 + 𝑅𝑅𝑘𝑘)−1     (6) 

𝑃𝑃𝑘𝑘 = (𝐼𝐼 − 𝐾𝐾𝑘𝑘𝐻𝐻𝑘𝑘)𝑃𝑃𝑘𝑘−                                       
Done this function, we can get Kalman gain Kk and 
new state covariance matrix Pk. 

C. Neuro-Fuzzy Assisted EKF applied on Slam Problems 
1) SLAM with ANFIS: In Kalman filter, it might have 

many factors decrease the estimation performance. The 
most of all is the noise covariance. Noise covariance 
divided into the process Q and measurement R, there are 
matrices form. The initial values of Q and R significantly 
affect the performance and Kalman gain of the filter. It is 
simply that the values of R and Q tell the system to trust 
more on the prediction equation or on the measurement 
equation. 

To achieve the well-defined model of Q and R, trial and 
error is a common way but it is often time-consuming and 
the result may not yet be an optimal model. In our work, we 
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combined two ideas to adjust the values of R (with Q fixed). 
One is an innovation adaptive estimation (IAE) scheme of 
the EKF, the other one is adaptive neuron fuzzy inference 
system (ANFIS). ANFIS is employed to quickly find the 
optimal model for R and prevent the EKF from being 
diverged. 

2) Localization Based on ANFIS EKF (with Q fixed): As 
mentioned previously, we knew that R and Q were noise 
covariance matrices, they could be written by Rk and Qk. 
There are two major ways to make EKF become adaptive. 
One way is to adjust R and Q simultaneously, and the other 
is to set one of them fixed and adjust the remain. In this 
paper, our algorithm based on adaptive estimation (IAE) to 
adapt the EKFs noise covariance matrix R with Q is fixed. 
The basic idea of IAE approach is to make the actual value 
Ck and theoretical value of Sk equally. Sk is derived from 
EKF, then actual covariance Ck can close to averaging its 
sampling covariance rk with fixed moving window of size N. 
The form is 

 𝐶̂𝐶𝑘𝑘 = 1
𝑁𝑁
∑  (𝑟𝑟𝑖𝑖𝑇𝑇𝑟𝑟𝑖𝑖)𝑘𝑘
𝑖𝑖=𝑘𝑘−𝑁𝑁+1                      (7) 

Inside the estimation window had k-th sample, equal to ik. 
For simplicity, the objective of the IAE approach can be 
considered as degrading the mismatch between Sk and Ck as 
far as possible. The mismatch is denoted as DOM (degree 
of mismatch) and defined as 

DOM𝑘𝑘 = 𝑆𝑆𝑘𝑘 − 𝐶̂𝐶𝑘𝑘                          (8) 

To reduce the DOM, the value of Sk is adjusted by 
varying R. In other words, the adaption of element (i, i) of 
R is made on the basis of the corresponding element (i, i) of 
DOM by employing ANFIS. The general rules for the 
adaption of R are as follows: 

 If DOMk(i, i) = 0 then unchanged Rk; 
 If DOMk(i, i) > 0 then declined Rk; 
 If DOMk(i, i) < 0 then enhanced Rk; 

3) The ANFIS Architecture: In this work, the ANFIS 
model is designed for single input and single output. The 
input of ANFIS is DOMk and the output is the adjustment 
factor △R. We used the covariance matrix R adjusted by 
the following relation: 

𝑅𝑅𝑘𝑘 ←  𝑅𝑅𝑘𝑘 + Δ𝑅𝑅𝑘𝑘                               (9) 

ΔRk is the output of ANFIS. Since the size of DOMk and Rk 
is a two-by-two matrix and the two diagonal elements of 
these matrices corresponding to the error variances of range 
and bearing of the measurement, two ANFIS systems are 
employed as shown in Fig. 1. The ANFIS system employed 
to adjust ΔRk has the construction of four-layer network as 
shown in Fig. 2. In our ANFIS model designed, we changed 
original multiple input and single output concept, tend to let 
model simple and improve performance, the same designed 
is our system with five-layer architecture. Basically, using 
ui

l and oi
l represent input and output with i-th node and the 

l-th layer. Each layer would describe clearly as follows: 

 Layer1 Input layer. In our work, the input value 
directly transfers to the next layer. Input-output 
relation of this node is 𝑂𝑂1 = 𝑢𝑢1 = 𝐷𝐷𝐷𝐷𝐷𝐷𝑘𝑘. 

 
Fig. 1: The designed ANFIS system employed to adjust the △R value. 

 
Fig. 2: Four-layer network of the employed ANFIS structure. 

 Layer2 Input membership function layer. Due to 
input variable are fuzzified by referred to five 
member-ship functions (MFs), it might divided into 
Large negative (LN). negative (N), zero (Z), positive 
(P) and final is Large positive(LP). The output of the 
i-th MF is denoted by 

𝑜𝑜𝑖𝑖𝑖𝑖2 = 𝜇𝜇𝑖𝑖𝑖𝑖(𝑢𝑢2) = exp �
−(𝑢𝑢𝑖𝑖𝑖𝑖

2 −𝑚𝑚𝑖𝑖𝑖𝑖
2)

𝛿𝛿𝑖𝑖𝑖𝑖
2 �            (10) 

where mij and δij are the mean and the width of the 
Gaussian MF. In each node, there are two free 
parameters which are adjustable. 

 Layer3 This layer let input nodes (value) 
through fuzzy and operation (or product inference) 
for calculating the firing strength by rule nodes.  
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Fig. 3: Initial input output structure of ANFIS. 

 
Fig. 4: Initial ANFIS membership functions for input (DOM) and the 

weight for output (△R). 

It seems like this 

𝑜𝑜𝑙𝑙3 = ∏ 𝑢𝑢𝑖𝑖3𝑖𝑖                                 (11) 

 Layer4 It let nodes of firing strength 
normalization from layer 3. Formulation show 
this layer’s operating process 

𝑜𝑜𝑙𝑙4 = 𝑢𝑢𝑙𝑙
4

∑ 𝑢𝑢𝑙𝑙
4𝑛𝑛

𝑙𝑙=1
                              (12) 

 Layer5 This layer we will get a suitable scaling 
for the defuzzified output. Between in and out 
relation is written by 

∆𝑅𝑅𝑖𝑖 = ∑ 𝑢𝑢𝑙𝑙5𝜔𝜔𝑙𝑙                              𝑁𝑁
𝑙𝑙=1 (13) 

4) Trainning on The Neuro-Fuzzy Model Using PSO: 
The purpose of training algorithms is to let cost function 
minimized with adjust free parameters of the network. The 
cost function in this work is represented by 

E = 1
2
𝑒𝑒𝑘𝑘2                                         (14) 

where 𝑒𝑒𝑘𝑘 = 𝑆𝑆𝑘𝑘 − 𝐶̂𝐶𝑘𝑘 = 𝐷𝐷𝐷𝐷𝐷𝐷𝑘𝑘 

There are several ways to train ANFIS system; the most 
conventional way is the backward propagation approach. 
However, this approach easily gets stuck in local optima 
and therefore is not suitable for a high non-linear model. To 
overcome this drawback, the PSO algorithm is employed 
for a more effective training of ANFIS system. By 
employing the PSO training algorithm, adjusting the 
weighing factor of bot antecedent and the consequent of the 
network pass by specific number of training iterations, led 
error cost function less than the desired threshold value. 

We use one input to ANFIS system, namely the degree of 
mismatch DOM, and one output, △R, the adjustable factor 
of measurement covariance matrix R. Using 5 membership 
functions for each of our inputs give us 10 parameters (5×2) 
since each function has 2 parameters associated with it. A 
total of 5 output rules are used, with each output a singleton 
(using the Sugeno model), and functions as the weights of 
the neural network. Hence, we have 10+5=15 parameters to 
be optimized. That is, our neural network consists of one  

 
Fig. 5: Trained input output structure of ANFIS. 

 
Fig. 6: Trained ANFIS membership functions for input (DOM) and the 

weight for output (△R). 

input neuron, 5 hidden-layer neurons, and one output 
neuron. In PSO had set 15-dimensional particle, the scale 
factors for antecedent parameters (mLN, δLN, mN, δN, mZ, 
δZ, mP, δP, mLP, δLP) and the scale factors for consequent 
parameters (W1, W2, W3, W4, W5), totally were fifteen 
parameters. During the training time, both the parameters of 
antecedent and consequent are adjusted at same time by the 
corresponding scale factor. 

The general working procedure of the PSO learning 
algorithm is described as follows: 

• Initialization: Each particle is initialized with each 
random vector of the search space. 

• Updating Fitness Position: Based on the best local 
fitness location and global fitness location, the velocity 
and the position of a particle is adjusted accordingly. 

• Convergence: The process repeats iteratively until the 
stopping condition is met. 

Figs. 3-6 demonstrate the influence of the learning 
algorithm to the ANFIS structure. Fig. 3 illustrates the 
initial input-output structure of ANFIS with its 
corresponding parameters as depicted in Fig. 4. The input 
membership function type is designed as Gaussian shape 
and the output type is Singleton. Similarly, Figs. 5 and 6 
illustrate the trained input-output structure of ANFIS and 
their corresponding parameters. 

III. SIMULATION AND REAL IMPLEMENTATION 
We evaluate our approach in both simulation experiment 

and practical implementation. 

A. Experimental Results 

For the simulation experiment, we evaluate our algorithm 
by testing it on two different cases with different number of 
landmarks. Figs. 7 and 8 show the robot trajectory and 
landmark positions. The blue dots signify observed 
landmarks while the red dots signify all of the known 
landmarks in the environment. The red dot line represents 
the estimated robot pose over time while the black line 
denotes the ground truth. The initial robot position is set at 
[x y θ] = [190 25 0]. The moving speed of robot is set at  
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Fig. 7: Conventional EKF based SLAM (left) and ANEKF based SLAM 

(right) with 10 landmarks in the environment. 

 
Fig. 8: Conventional EKF based SLAM (left) and ANEKF based SLAM 

(right) with 30 landmarks in the environment. 

 
Fig. 9: The estimation error in 10 landmarks environment. 

 
Fig. 10: The estimation error in 30 landmarks environment. 

1m/s with the fixed steering angle at 0.5 deg. The 
equipment of robot using range- bearing sensor with 60 
degrees of front field of view and the maximum measure 
range of 100 meters. To simulate the real implementation,  

 
Fig. 11: The Implemented Environment. 

 
Fig. 12: The complete map build by ARIA mobile robot. 

control noise and measurement noise are set as random 
distributed with zero mean and variance at 1m. 

The proposed method is carried out in two different cases, 
the first case with 10 landmarks and the second case 
contains 30 landmarks. In simulation side of our research, 
using the conventional EKF based SLAM compared with 
ANFEKF. In the conventional EKF based SLAM, the 
matrices Qk and Rk are set fixed throughout the experiment 
while in the ANFEKF based SLAM, Qk is set at the same 
value but Rk is adjusted by ANFIS system as an adaptive 
parameter. 

Figs. 9 and 10 show the estimation error of the robot state 
of both approaches over 750-run times. As observed from 
the figures that, with 30 landmarks, the estimation error of 
ANFEKF is close to zero, which is much less than that of 
the conventional method. Because results show that 
ANFEKF more closed to zero, it performance is greater 
than the conventional EKF based SLAM. 

B. Real Implementation 

In this section, the real implementation on an Aria mobile 
robot platform is carried out to illustrate our ANFEKF 
based SLAM capability. Using encoders with wheels of the 
robot because of measuring the rotation with the internal 
sensors. If used encoder individually, it would lead to the 
error accumulation while robot travelled far distance. 
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Therefore, the integration with external sensors is necessary 
to relocate the robot position more accurate and reliable. In 
our approach, the on-board sonar sensors are regarded to 
external sensors, using sensory reading fused with the 
odometry data(from internal sensor) to estimate the robot 
position. 

The environment for the real implementation is set up as 
shown in Fig. 11. The Aria robot starts from the left most 
corner (blue rectangle) and needs to reach its destination at 
the right most corner (blue rectangle) while simultaneously 
localizing itself and building the map on the move. There 
are three landmarks (red circle) shown in the figure. The 
robot utilizes odometry data from the wheel-encoder to 
localize its pose and integrate with observed landmarks to 
relocate the robot position more accurate and reliable. 

Fig. 12 represents the completed map when the mo- bile 
robot reaches the target. The black dash line de- notes the 
robot pose throughout the run time; the black circle denotes 
the observed landmarks while the red dot represents the 
environment map. For more information on the experiments, 
please refer to the following link: 

https://www.youtube.com/watch?v=0cI5wV3pfLY 

IV. CONCLUSIONS 

In this paper, we present the development of an adaptive 
neuro fuzzy inference system for SLAM based EKF. The 
conventional EKF is useful with the assumption that the 
priori knowledge is well known. However, in the practical 
applications, this knowledge is biased and may cause the 
sig- nificant degradation of the conventional EKF 
performance. Our ANFEKF is developed with the aim of 
dealing with the incorrect knowledge problem by adapting 
the R matrix. The main advantage of the proposed approach 
is the consistency in comparison with the conventional 
approaches. Two cases of simulation experiments are 
carried out together with the real implementation on a 
mobile robot to study and evaluate the performance of our 
work. The results show that SLAM based ANFEKF 
performs more accurate than that of the conventional EKF. 
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Abstract—This study proposes a Takagi-Sugeno (T-S) fuzzy 
control and a polynomial fuzzy governance to achieve the 
self-balance regulation of a two-wheeled robot. In the 
polynomial fuzzy model, the state can exist in the system matrix, 
whereas the T-S fuzzy model can only support the constant in 
the state matrix. Thus, the polynomial fuzzy system has a 
greater control gain range than the T-S fuzzy system does. This 
means that the polynomial fuzzy system has a greater chance of 
finding the optimal control gain. The polynomial fuzzy system is 
therefore not only capable of addressing the shortcomings of the 
T-S fuzzy system, but also of increasing the efficiency of the 
fuzzy controller. The paper then uses linear matrix inequality 
(LMI) stability conditions and the sum of square (SOS) way in 
the robot model to obtain the parallel distributed compensation 
(PDC) control gain. Finally, computer simulations show that the 
performance of the proposed polynomial fuzzy control system is 
much better than that of the existing T-S fuzzy control system. 

 
Keywords—Two-wheeled robot, polynomial fuzzy systems, 

self-balance control. 

I. INTRODUCTION 

Robots are used in a vast variety of applications, and 
constitute a safer or more efficient substitute for human labor. 
Today the operations of many processing and production 
industries such as the computer, motor vehicle and household 
appliance industries, are already almost completely 
automated. As populations continue to grow, robots may play 
an even greater part in our daily lives. Robots can help in 
almost any task, ranging from help with housework to public 
transportation. Many countries are now spending more 
money on this field in order to achieve a more complete and 
convenient lifestyle. The development and research of 
intelligent robots has therefore received significant attention 
recently. An inverted pendulum, which is a nonlinear 
unstable system in nature, is an ideal experiment platform for 
control theory education, and can be used as a benchmark for 
testing control strategies [1-3]. Many abstract control 
concepts, such as system stability, system controllability, 
system convergence speed, system disturbance rejection 
ability, etc., can be observed and tested with the inverted 
pendulum. 

Recently, more and more research has begun to focus on 
two-wheeled robots which are a derivative of the inverted 
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pendulum. The most well-known example is the Segway. 
Segway is an electrically powered vehicle that is able to 
control its equilibrium. This self-balancing ability is based on 
the theory of dynamic stabilization. With its built-in 
Solid-State Gyroscopes, the Segway is able to recognize the 
pose in which it has been set. Then, its high-speed central 
micro processing unit delivers instructions on how best to 
maintain balance. In literature [4], a partial feedback 
linearization control method was used to regulate a 
two-wheeled robot. However, the method is limited to a 
specific region, and has less robust. In literature [5] and [6] 
third coordinates were taken into consideration to deduce a 
3-D dynamic equation for a two-wheeled robot, and remote 
control for a two-wheeled robot was developed. However, 
these studies did not consider the full nonlinear system. 
Transient response is difficult to predict, especially when the 
robot is not moving on a smooth surface. In literature [7], the 
sliding method was used to control a two-wheeled robot. In 
literature [8] an adaptive neural network regulation for the 
stability of a two-wheeled robot was developed. However, 
there were too many parameters in this method to define, and 
the algorithm was too complicated. Based on the above 
advantages and disadvantages, this paper proposes an 
improved fuzzy regulation manner. 

In control theory, the analysis of the control and stability 
of nonlinear systems has always been a complicated, difficult 
problem. However, since Takagi and Sugeno described the 
relationship between the input and output of the T-S fuzzy 
model [9-10], the description of nonlinear systems, the design 
of control facilities and even the analysis of stability have all 
been simplified. Over the past few years, many successful 
T-S fuzzy regulation applications have been proposed. In 
literature [11], T-S fuzzy control facility was applied to 
achieve synchronization and secure communication in a 
chaotic system. In literature [12] it was used to derive the 
stability of multiple time delays, and was applied to a passive 
tuned mass damper. In literature [13], network control was 
combined with T-S fuzzy system in order to refine time delay 
problem in the network. Thus, using T-S fuzzy system to 
describe nonlinear systems, and the design of T-S fuzzy 
controller is an established research field. However in terms 
of finding gains, the stability conditions that T-S fuzzy 
system takes are too rigorous, and a constant matrix can only 
be allowed in the consequent part of the T-S fuzzy structure. 
Therefore, the literatures [14-15] proposed solutions to this 
problem; [14] used a regional membership function shape 
independent analysis way to make the LMI-based 
stabilization criteria more loosened, while [15] derived the 
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discrete relaxed stability conditions using the piecewise 
Lyapunov function and a switching T-S fuzzy model. 

From the above T-S fuzzy control systems, the 
polynomial fuzzy control system was developed [16-18]. 
Polynomial fuzzy system allows state to exist in the 
consequent part of the system, and find better opportunities to 
control gains [19]. The literature [18] introduced the 
Taylor-series-based polynomial fuzzy models. The literature 
[22] used polynomial output-feedback control to discuss the 
stability of nonlinear systems. According to previous 
literatures, polynomial fuzzy systems are not only able to 
address the disadvantages of T-S fuzzy systems, but are also 
able to ensure that the control facility is more effective and 
general. Thus, this paper will use a polynomial fuzzy control 
system and polynomial modeling. The main contributions of 
this paper can be summarized as follows: 1) The polynomial 
fuzzy controller is first time designed for self-balance 
regulation of a two-wheeled robot on the basis of polynomial 
fuzzy model. 2) As a result, the control gain range limit is 
significantly decreased, and the stability criteria are more 
relaxed. With fewer conditions to consider, there is a better 
chance of finding a good gain in order to address the 
problems of the two-wheeled robot, such as an accurate 
nonlinear system not being considered during modeling, the 
algorithm being too complicated, etc. 3) In the simulation 
results, we can clearly show that our polynomial fuzzy 
control system exhibits better performance than that of the 
existing T-S fuzzy control system. 

This paper presents the polynomial fuzzy controller of a 
two-wheeled robot and is arranged as follows. Section 2 
considers the dynamics of the two-wheeled robot. Section 3 
gives the presented sketch for the polynomial fuzzy model, 
controllers and stability conditions using a SOS approach. 
Section 4 shows the simulation result of T-S fuzzy system and 
polynomial system. Finally, Section 5 offers the conclusion. 

II. Dynamics of Two-wheeled Robot  

A. Two-Wheeled Robot Model 
Fig. 1 shows the diagrammatic sketch of two-wheeled 

robot.  

 
Fig. 1 Two-wheeled robot 

Fig. 2 shows the side view of two-wheeled robot. The 
plane view of the two-wheeled robot is shown in Fig. 3. Table 
1 lists the parameters of two-wheeled robot. 

 
Fig. 2 Side view of two-wheeled robot 

     

 
Fig. 3 Plane view of two-wheeled robot 

Table 1 the parameters of two-wheeled robot 

Gravity accleration G=9.81 [ 2sec/m ] 

Body weight M=0.6 [ 2kgm ] 

Body width W=0.14 [ m ] 
Body depth D=0.04 [ m ] 
Body height H=0.144 [ m ] 

Body pitch inertia moment 3/2MLJ =ψ  [ 2kgm ] 

Body yaw inertia moment 
12/)( 22 DWMJ +=φ  

[ 2kgm ] 
Distance of the center of mass 

 from the wheel axle 
L=H/2 [ m ] 

Wheel weight M=0.03 [ kg ] 
Wheel radius R=0.04 [ m ] 
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Wheel inertia moment 2/2mRJ w =  [ 2kgm ] 

DC motor inertia moment 5101 −×=mJ  [ 2kgm ] 

DC motor resistance 69.6=mR  [ Ω ] 

DC motor back EMF constant 468.0=bK  [ radV sec/ ] 

DC motor torque cinstant 317.0=tK [ ANm / ] 
Gear ratio n=1 

Friction coefficient between body and 
DC motor 

0022.0=mf  

Friction coefficient between wheel and 
floor 

0=Wf  

 

B. Equation of Motion of Two-Wheeled Robot Model 

By using the Lagrangian approach based on the coordinate 
in Fig. 2 and Fig. 3, we can derive motion equation of 
two-wheeled robot as follows. We assume 1K  is the 
translation kinetic energy, 2K  is the rotation kinetic energy, 
and U  is the potential energy, and the equations are as the 
following:  

( ) ( )222222
1 2

1
2
1

rrrlll zyxmzyxmK  +++++=  

( )222

2
1

bbb zyxM  +++                                  (1) 

2222
2 2

1
2
1

2
1

2
1 φψθθ φψ





 JJJJK rwlw +++=  

2222 )(
2
1)(

2
1 ψθψθ 





 −+−+ rmlm JnJn            (2) 

brl mgzmgzmgzU ++=                                          (3) 

where the fifth and sixth of 2K  are the rotation kinetic energy 
of an armature in the left and right of the DC motor. Then, we 
choose θ  to be the average of the left and right wheel, ψ  to 
be the body pitch angle and φ  to be the body yaw angle as the 
generalized coordinates. The Lagrangian L  can be 
represented as follows: 

 UKKL −+= 21                                                 (4) 

Therefore, the Lagrang equations are as follows: 
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Using (4), (5)-(7) can be derived as follows: 

( )[ ] ( )ψψθ 



mmw JnMLRJnJRMm 222 2cos222 −++++   

θψψ FMLR =− sin2
                                                  (8) 

( ) ( ) ψψ ψψθψ sin22cos 222 MgLJnJMLJnMLR mm −++−− 
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φψφ









++++ 222

2

2
2 sin)(

22
1 MLJnJ

R
WJmW mw  

φψψφψ FML =+ cossin2 2

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The dynamic equation of the DC motor is as follows: 

rlmrlbrlrlm iRKviL ,,,, )( −−+= θψ 

                           (11) 

The motor inductance is approximate to zero. Therefore, 
the current can be described as follows: 

m

rlbrl
rl R

Kv
i

)( ,,
,

θψ 

 −+
=                                        (12) 

Using (12), the force can be represented as follows: 

 ψβθβαθ 
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 22)( −++−= rl vvF                           (14) 

φβαφ
)(

2
)(

2 2

2

wrl f
R

Wvv
R

WF +−−=                   (15) 

where 
m

bt

m

t

R
KnK

R
nK

== βα , . 

III. SOS-Based Stability Analysis 

This section presents the polynomial fuzzy model and 
controller using the SOS approach. LMI-based design 
approaches have reported many successful examples, and 
have recently developed in prevalence. However, there are 
still many challenges and issues that need to be addressed. 
Specifically, in the procedures of finding gains, the stability 
criteria that the T-S fuzzy system uses are very rigorous, and 
only a linear constant matrix can be allowed in the consequent 
part of the T-S fuzzy structure. Therefore, a novel group of 
fuzzy model has been grown to solve these problems. 
Polynomial fuzzy model is able to use fewer commands than 
T-S fuzzy model. In polynomial fuzzy systems, the 
polynomial fuzzy modeling framework is more widespread 
and effective than that of T-S fuzzy modeling. 

A.  Polynomial Fuzzy Model 
Model Rule i: 

IF )(1 tz  is 1iM  and … and )(tzp  is ipM  

 THEN )())(())((ˆ))(()( tutxtxxtxtx ii BA += ,             (16) 

where nn
i Rtx ×∈))((A  and nn

i Rtx ×∈))((B  are polynomial 
matrices in )(tx . ))((ˆ txx  is a column vector whose entries 
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are all monomials in )(tx . The defuzzification of the 
polynomial fuzzy model (16) can be constructed shown 
below: 

∑
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where  

)]( ... )([)( 1 tztztz p= , 1))((
1

=∑
=

r

i
i tzh , i=1,…,r for all t. 

If )())((ˆ txtxx = , both ))(( txiA and ))(( txiB  are matrices 
with constant elements, then (17) can be simplified to a linear 
state-space equation. Therefore, the T-S fuzzy model is a 
particular situation of the polynomial fuzzy model. 

B. Polynomial Fuzzy Modeling of Two-Wheeled Robot 

In this section, we present the polynomial fuzzy model of 
the two-wheeled robot. Let ψ  be the premise variables of the 
two-wheeled robot and the state equation of two–wheeled 
robot can be represented as follows:  
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Therefore, the state equation can be expanded and 
44 × matrix and the polynomial fuzzy model rules of the 

two-wheeled robot can be presented as follows:  

Model Rule1: 

IF ψ  approach to 
2
π

− , 

Then )())(()())(()( 11 tutxtxtxtx BA += . 

Model Rule2: 

IF ψ  approach to 0, 

Then )())(()())(()( 22 tutxtxtxtx BA += . 

Model Rule3: 

IF ψ  approach to 
2
π , 

Then )())(()())(()( 33 tutxtxtxtx BA += . 
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The subsystem matrices of SOS approach are as follows: 
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The membership functions are shown as the following:  
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angle. 

C. Polynomial Fuzzy Controller 

As T-S fuzzy regulator, polynomial fuzzy regulator is 
arranged via PDC manner. The membership function is the 
same as polynomial fuzzy model. The consequent of the 
representation is the only different part. The polynomial fuzzy 
regulator is shown below: 

Control Rule i : 

IF )(1 tz  is 1iM  and … and )(tz p is ipM  

THEN ))((ˆ))(()( txxtxtu iF−= , .,...,2,1 ri =                 (19) 

The defuzzification process is shown as follows: 
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From (17) and (20), the overall fuzzy model can be 
depicted as: 
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D. SOS-based Stability Criteria with Decay rate 

Theorem 1:  Let )(xD  be a diagonal positive polynomial 
matrix. The feedback regulation system (21) is steady if a 
symmetric polynomial matrix NNx ×ℜ∈)~( K  and a 

polynomial matrix Nmx ×ℜ∈)( iM  exist, such that the SOSs 
(22) and (23) are feasible, where for all x : 

sxxsT ))()~(( IK σ− is SOS                            (22) 
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Ns ℜ∈  is vector that is autonomous of x. NNx ×ℜ∈)( H  is a 
polynomial matrix of which the (i,j)th element is clarified as 
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A feedback control gain )(xiF  can be acquired from 
)~(xK  and )(xiM  as 

)~()()( 1 xxx ii
−= KMF                     (25) 

Proof:  
Ponder a nominee of Lyapunov function 

)(ˆ)~()(ˆ)( 1 xxxxxx T −= KV                    (26) 

where NNRx ×− ∈)~(1K  is a symmetric polynomial matrix. 

V(x) is a positive definite function of x and the criterion (22) 
means that either )~(1 x−K  or )~(xK  are positive definite for 
each x, and Therefore, the stability criterion is presented by 
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On the other hand 
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From (21), (28) and (29), (27) becomes 
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where ijΩ  is ][ )()()()()~(1 xxxxx jii FBAHK −−  

[ ] )~()()()()( 1 xxxxx TT
ji

−−+ KHFBA . 

By applying Schur complement to matrix (23) and 
multiplying left and right sides by )~(1 x−K . We obtain  
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When the inverse of )(xK  exists, we obtain 

IKK =− )~()~(1 xx , and making differentiation on both sides of 

respective kx  yields 
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Substituting (32) into (31), we obtain 

{

∑

∑

∈

−

∈

−

∂
∂

−

∂
∂

−+−

Kk
k
j

k

Kk
k
i

k
jiij

xxx
x

x

xxx
x

xxx

)(ˆ)()~(

)(ˆ)()~()()(

1

1

AK

AKΩΩ
 

} 0)()()( 1 ≥− − xxx DKD                                      (33) 

From (33), it follows that 
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where ))((/))()()(( 1
max

1
min xKxDxKxD −−−= λλβ . 

Furthermore, if 0)( >xijδ  for all x, then 0)( <xV  when 

0≠x . 

IV. RESULTS 
To illustrate the advantages of the presented theorem, the 

LMI-based approach is utilized to the two–wheeled robot for 
comparison. This section is composed of four parts. Case 1 
shows the simulation of the small pitch angle stability 
between the LMI approach and the SOS approach. Case 2 
shows the simulation of the large pitch angle stability 
between the LMI approach and the SOS approach. Case 3 
shows the different pitch angles via SOS approach. Case 4 
shows the different initial values via SOS approach and LMI 
approach. The subsystem matrices of T-S fuzzy model are 
shown below: 

The subsystem matrices of LMI approach 



















−
−

=

4917.114917.117497.640
1688.431688.431521.10
1000
0100

1A , 



















−−

=

1694.111694.11
9580.419580.41
00
00

1B , 



















−
−−

=

1496.781496.786273.2690
1273.1621273.1627184.4090
1000
0100

2A , 



















−−

=

9576.759576.75
5798.1575798.157
00
00

2B , 



















−
−

=

4917.114917.117497.640
1688.431688.431521.10
1000
0100

3A , 



















−−

=

1694.111694.11
9580.419580.41
00
00

3B  

Case 1 

We use stability conditions (22) and (23) to acquire the 
polynomial fuzzy gains and the initial values 
are [ ]0050 degree. The fuzzy gains and the eigenvalues 
of Lyapunov matrix P are shown below: 
 
Zero order polynomial fuzzy controller gains 










××××
××××

= 3333

3333

1 100.3457-100.1326-103.1624-100.2844-
100.3457-100.1326-103.1624-100.2844-

F , 










××××
××××

= 2222

2222

2 100.4821-100.1892-104.4505-100.3958-
100.4821-100.1892-104.4505-100.3958-

F , 










××××
××××

= 3333

3333

3 100.5077-100.1944-104.6419-100.4169-
100.5077-100.1944-104.6419-100.4169-

F , 

 
The positive matrix P and the corresponding eigenvalues 





















××××
××××
××××
××××

=

7777

7777

7777

7777

100.0369100.4071100.0170100.0446
100.4071104.5161100.1888100.4946
100.0170 100.1888100.0079100.0206
100.0446100.4946100.0206100.0542

P  



















×

=

7104.6149
7996.254

0047.40
3364.8

)(Peig  
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By using the LMI-based stability conditions [20], the T-S 
fuzzy regulation gains and the eigenvalues of Lyapunov 
matrix P are obtained shown below 

T-S fuzzy regulator gains  









=

6.65872-.86167-47.63002-7.55231-
6.65872-.86167-47.63002-7.55231-

1F , 









=

0.02436-5.82211-12.65135-6.61913-
0.02436-5.82211-12.65135-6.61913-

2F , 









=

6.65872-.86167-47.63002-7.55231-
6.65872-.86167-47.63002-7.55231-

3F  

The positive matrix P and the corresponding eigenvalues 





















××××
××××
××××
××××

=

10101010

10101010

10101010

10101010

100.0496100.0128100.4197100.0307
100.0128100.0033100.1081100.0080
100.4197 100.1081103.5567100.2601
100.0307100.0080100.2601100.0198

P  



















×
×

=

10

6

106286.3
107996.8

0047.40
3364.8

)(Peig . 
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Fig. 5 The time response of θ  via SOS and LMI. 
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Fig. 6 The time response of ψ  via SOS and LMI. 
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Fig. 7 The time response of θ  in case 2. 
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Fig. 8 The time response of ψ  in case 2. 

Fig. 5 and Fig. 6 display the waveform of system states via 
LMI and SOS way with a small angle of inclination, 
respectively. In this case, we can see that the convergence 
speed of the proposed SOS way is obviously quickly than that 
of the conventional LMI way. This proves that using 
polynomial fuzzy controller to control a small angle of 
inclination is more efficacious than using T-S fuzzy 
controller. Polynomial fuzzy systems can reduce the control 
rules and the stability conditions are also more relaxed. 
Therefore, we have more chance to find the optimize control 
gains. 

Case 2 

We use stability conditions (22) and (23) to acquire the 
polynomial fuzzy regulator gains and the initial values are 
[ ]00450  degree. 

Fig. 7 and Fig. 8 show the waveform of system states via 
LMI and SOS approach with a large angle of inclination, 
respectively. In this case, we can see that the convergence 
speed of the SOS way is obviously higher than that of the 
LMI way. This proves that with either small or large angles of 
inclination, using polynomial fuzzy controller is more 
efficacious than using T-S fuzzy controller. 
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Fig. 9 The time response of θ  in case 3. 
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Fig. 10 The time response of ψ  in case 3. 

Case 3 

We use stability conditions (22) and (23) to acquire the 
polynomial fuzzy regulator gains and the initial values are 
different degrees. 

Fig. 9 and Fig. 10 show the waveform of system states with 
different initial values. In this case, we can see that no matter 
how large the angle of inclination is, the polynomial fuzzy 
controller has great control ability, and maintains system 
stability. 

Case 4 

We use stability conditions (22) and (23) to obtain the 
polynomial fuzzy controller gains and the initial values are 
[ ]5555  degree. 

Fig. 11 and Fig. 12 show the waveform of system states. In 
this case, the polynomial fuzzy regulator has great control 
ability, and maintains system stability. The performance of 
the polynomial fuzzy regulator is better than that of the T-S 
fuzzy regulator. The polynomial fuzzy systems reduce 
control rules and the stability conditions are also relaxed such 
that the better control gains are obtained. 
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Fig. 11 The time response of θ  in case 4. 
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Fig. 12 The time response of ψ  in case 4. 

V. CONCLUSION 
This paper presents a polynomial fuzzy control with decay 

rate for a two-wheeled robot. The polynomial fuzzy system 
not only overcame the disadvantages of the T-S fuzzy system, 
but also made the control facility more effective and general. 
Thus, the polynomial fuzzy control system was used to 
improve the problems facing a two-wheeled robot, and as a 
means to further discuss self-balance research. Using 
polynomial fuzzy system meant that the control gain limit 
range was significantly decreased, and the stability condition 
was also more relaxed. Therefore, we had a better chance of 
finding the optimal control gains. In the results, we see that no 
matter how big the angle of the inclination is, in all cases, the 
polynomial fuzzy controller had great control ability and 
maintained system stability; the polynomial fuzzy control 
system was superior in performance to the T-S fuzzy control 
system.  
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Abstract— This work is to design the contouring controller of 
a 5-DOF robot arm for machining. The kinematics is employed 
to generate the reference commands for each joint of the robot 
arm from the desired circular path. Then, the controller for 
contouring the desired path is designed based on the method of 
equivalent errors. For comparison, a distributed PID controller 
with feedforward function is also designed. The simulation and 
experimental results verify the effectiveness of the proposed 
contouring controller. 

I. INTRODUCTION 

Due to the flexibility and large working space, robot 
manipulators have extensively played important roles in 
dealing with the automation tasks in manufacturing, such as 
carrying a large or heavy payload, painting, and assembly 
operations [1-4]. In fact, another important task in 
manufacturing, i.e., machining, can also be performed by a 
robot. This work represents a preliminary study of a long-term 
project, where a complete robotic machining system 
consisting of a dual-arm robot will be established. In this study, 
only a single robot arm is considered. In a machining task, 
controlling the robot arm to follow a desired path is the 
ultimate goal for the product quality in manufacturing [3, 4]. 
Thus, in order to achieve this aim, the error between the 
desired path and the actual path, called contour error, is the 
control objective to be minimized. 

To deal with the contouring control problem, the 
cross-coupled control (CCC) was firstly proposed by Koren, 
and recognized as the control structure for a biaxial system [5]. 
Furthermore, Chiu and Tomizuka introduced the task 
coordinate frame approach (TCF), which focuses on the 
normal error dynamics in the task coordinate frame [6]. The 
diversity of dynamics among all axes is necessary to be 
considered in order to reduce the contour error. In this respect, 
Yeh and Hsu proposed a perfectly matched feedback control 
[7]. Considering the contouring control for five-axis machine 
tools, Yang and Altintas presented a contour error component 
compensation control method [8], in which the estimated 
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contour errors are fed back to the desired commands of each 
axis with an appropriate proportional gain. On the other hand, 
the method of equivalent errors proposed by Chen and Wu 
transforms the system dynamics into the coordinates of 
equivalent errors [9]. In other words, the contouring problem 
is converted into the problem of stabilization. Thus, the design 
of integrated contouring controller becomes easier. This 
method can be easily implemented to the motion system with 
more than three axes. 

This work will consider a robotic system with five degrees 
of freedom (DOF). The method of equivalent errors will be 
followed to design a contouring controller. For comparison, a 
distributed controller will also be designed, which aims at 
minimizing the tracking error of each joint response. The 
distributed controller considers each joint dynamics separately, 
and a proportional-integral-derivative controller (PID 
controller) with feedforward controller is designed. It will be 
shown that due to the strong nonlinearity in the robotics 
dynamics, the contouring performance of a distributed 
controller is limited. The controller designed by the method of 
equivalent errors can more effectively reduce the contouring 
error.  

The rest of this paper is organized as follows. The 
kinematics and dynamics of the single robot arm system are 
briefly reviewed in Section II. Section III provides the contour 
error definition. Next, Section IV describes the design of the 
distributed controller for the contouring control. Then, the 
simulation and experimental results are presented in Section V. 
Finally, conclusions are drawn in Section VI. 

II. SYSTEM DESCRIPTION 

As mentioned above, the complete robotic machining 
system is a dual-arm system. In this study, only one arm is 
considered and its contouring control problem is discussed. In 
order to well design the robot arm controller, the kinematics 
and dynamic equations of the robot arm system are the two 
key factors. The kinematics is necessary in order to generate 
the command references for servo drives from the desired 
path. On the other hand, the dynamic equations are required 
for the design of the contouring controller. Consequently, 
they are going to be discussed in this section. 

A. Kinematics 
Usually, a set of the desired displacements and 

orientations ξ  of the end-effector with respects to the 
Cartesian coordinates are treated as the desired path for the 
manipulators. However, the controllers need to directly 
actuate the generalized or machine coordinates, called joint 

Contouring Control of a 5-DOF Robot Arm for 
Machining 
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space q . Thus, the relationship between the displacements 
and orientations of the end-effector and the joint space is 
considered. It can be described by kinematics. Forward 
kinematics is the transformation from the joint space into the 
displacements and orientations of the end-effector as:  

 )(qT=ξ , (1) 

where nnT ℜ⇒ℜ:  is the forward kinematic transformation, 
and n is the number of degrees of freedom. On the other hand, 
the joint space can be obtained from the inverse kinematics 
as: 

 )(1 ξ−= Tq . (2) 

B. Dynamics of a single robot arm system 
Since the single robot arm is a serial manipulator, its 

dynamic equations can be derived by the Euler-Lagrange 
equations described in [10] and can be expressed as: 

 τ=++ )(),()( qgqqVqqM   (3) 

where M  is the inertia matrix of manipulators, V  is a vector 
related to the centrifugal and Coriolis forces, g  is a vector 
related to gravitational force, and τ  is a vector of applied 
torques.  

Each joint in the 5-DOF robot arm is driven by a servo 
motor, whose dynamics is shown in Fig. 1, and can be written 
in the form of differential equation as: 

 
ta

d

tata KK
ttutq

KGK
Btq

KGK
J )()()()( τ

−=+   (4) 

where J  and B  are the inertia and viscous damping 
coefficient, respectively; aK  and tK  are the current 
amplifier and torque constant gain, respectively; G  is the 
gear ratio; u  and dτ  are respectively the control input 
voltage and external disturbance including friction, backlash, 
etc. Since there are five servo motors, the subscript 

5,...,2,1=i  is introduced. Also, let us define: 

 
tiaii

i
i KKG

Jm = , 
tiaii

i
i KKG

Bc = , 
tiai

di
i KK

ttd )()( τ
=  (5) 

Then, the dynamics of the th-i servo motor dynamics can be 
written as: 

 )()()()( tdtutqctqm iiiiii −=+   (6) 

III. CONTOURING CONTROLLER BY EQUIVALENT ERRORS 

In case of the contouring control problem, the control 
objective is no longer only the tracking error te , but also the 
contour error cε  which is defined as:  

 nac ξξε −= , (7) 

where aξ  and nξ  are the current actual point and its nearest 
point on the desired path, respectively, while the tracking 
error te   is defined to be the error between the desired point 

dξ  and the current actual point aξ , as illustrated in Fig. 2. 
For contouring control problem, it is the contour error that is 
to be minimized. Hence, a contouring controller will be 
designed in this work. The contouring controller will be 
designed using the method of equivalent errors [9]. For 
details about the contouring controller, please refer to [9]. 

The equivalent errors are defined by 
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where )(qp=ε  is the equivalent contour error, and 
)( d

T
d qqqe −=  is the tangential error. Note here that 

1: −ℜ⇒ℜ nnp is the function defining the desired path in the 
joint space. Then, by a twice differentiating the equivalent 
errors with respect to time, the dynamics of equivalent errors 
can be obtained as:  
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Now, the problem of contouring control is converted into the 
stabilization of equivalent errors. For this purpose, we can 
employ the technique of feedback linearization [27], i.e., the 
control input is taken as: 

 )(1 vu +Ω−Γ= −                            (9) 

where v  is the new control input that is designed after 
linearizing the system. There are many control approaches to 
design the new control input. Here, the integral sliding mode 
control (ISMC) is used for robustness, i.e., 

 
Figure 1. Block diagram of the single servo drive system  
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Figure 2. Contour and tracking errors 
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where [ ]TT eεη =  and [ ]TT eεξ =  are equivalent errors 

and their time derivatives, 021 =++= ∫ dtbb ηηξσ  
represents the sliding manifold, and δρ ,,, 21 bb  are positive 
control gains. 

However, it is much easier to design a tracking controller 
that can minimize the tracking error. Many approaches of 
designing the tracking controller can be found in the literature. 
In this work, a distributed tracking controller is also designed 
for comparison with the contouring controller designed by 
the method of equivalent errors. 

IV. DISTRIBUTED CONTROLLER DESIGN 

In this work, the distributed controller will consist of two 
parts: feedback control and feedforward control. The 
feedback control is to guarantee the stability and transient 
performance of the overall system. On the other hand, the 
feedforward control is to reduce the effect of servo lags and 
improve the steady state errors.  

A. Feedback Controller Design 
To improve the frequency response of the controlled 

system, a cascade control configuration of  position and 
velocity loops is exploited and illustrated in Fig. 3. A 
PID-type controller is adopted here due to its simplicity of 
implementation. In other words, a PI control will be 
implemented in the velocity loop, and a P control will be 
applied in the position loop, which is referred to as the P-PI 
control configuration [12].  

Systematically designing the P-PI controller requires a 
transfer function of each servo drive, the input and output of 
which are the applied voltage u  and the angular velocity q , 
respectively. It can be derived from (6) as: 
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The PI controller for the angular velocity control loop can be 
written as: 

 
s

ksksC IiPi
i

+
=)(ω , (12) 

and the P controller for the angle control loop can be 
expressed as: 

 ii KsC =)(θ , (13)  

 
Figure 3. Block diagram of the P-PI feedback control structure 

where Pk  and Ik  are the proportional and integral gains for 
the angular velocity control loop and K  is the proportional 
gain for the position control loop, respectively. 

To guarantee that the P-PI control structure works well, 
there exist two necessary conditions: one is that all poles of 
the controlled system must strictly locate in the left-hand side 
of the s-plane in order to assure the stability, and the other is 
that the bandwidth of the velocity loop must be larger than the 
position loop at least 3 times. Likewise, the bandwidth of the 
controlled system must cover the frequency of the reference 
at least three times. To accomplish the above considerations, 
the PID controller design techniques, such as root locus 
techniques [13], and frequency response techniques [14], are 
employed.  

B. Feedforward Controller Design 

Normally, an addition of feedforward control is used to 
enhance the control performance such as the tracking error. In 
view of the motion control, the dynamics of the servo drives 
induces itself servo lags that directly cause the contour and 
tracking error. Hence, in order to improve the servo lags, the 
feedforward controllers are considered to be integrated into 
both the position and velocity loops of the control structure 
illustrated in Fig. 4, from which the transfer function of the 
controlled system can be derived as: 
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where α  and ν  are the feedforward gains for the position 
and velocity loops, respectively. Usually, as compared with 
the proportional gain Pk , the viscous damping c is so tiny 
that the transfer function can be simplified as:  
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It can be obviously seen that the orders of the pole and zero 
are equal. Consequently, the transfer function is allowed to be 
unity by letting α  and ν  equal to 1  and m , respectively. 

 
Figure 4. Block diagram of the integrated control structure 
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Figure 5. A 5-DOF single robot arm 

V. SIMULATION AND EXPERIMENTAL RESULTS 

In this section, to validate the capability of the control 
approaches, a 5-DOF robot arm is studied numerically and 
experimentally. The overall system is shown in Fig. 5 and the 
system parameters are shown in Table I and II. Two different 
control approaches are employed to contouring control in 
order to follow a desired path:  the first one is the method of 
equivalent errors and the other one is the PID controller with 
the feedforward controller. Then, a tilted circular path is 
generated to evaluate the contouring performance of the 
control approaches.  

According to the contouring control problem, since the 
desired path respects the coordinate of the end-effector, the 
machine coordinate [ ]Tqqqqq 54321  and the workpiece 

coordinate [ ]Tzyxzyx OOOPPP  systems are considered 
in kinematics. From Fig. 6 and by Denavit-Hartenberg (DH) 
parameters method [16], the forward kinematics can be 
obtained as  
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where 521 ,...,, lll  are the length of each link of the robot arm. 

bl  and wl  are the length of the base and half the length of 

workpiece. [ ]Tzyx PPP  and [ ]Tzyx OOO  represent the 
displacements and orientations of the workpiece coordinate, 
respectively. To simplify the cosine and sine functions, let us 
denote: )cos( 11 qC = , )cos( 22 qC = , …, )cos( 55 qC = , 

)cos( 4334 qqC += , )cos( 432234 qqqC ++= , )sin( 11 qS = , 
)sin( 22 qS = , …, )sin( 55 qS = , )sin( 4334 qqS += , and   

 

Figure 6. A coordinate system of the 5-DOF robot arm 

)sin( 432234 qqqS ++= . Then, the inverse kinematics can be 
obtained from (16) and is omitted here for brevity.  

For the following simulation and experimental results, the 
control parameters are shown in Table III. The desired path is 
a circular path of radius 0.5 m with a tilted angle of rad4/π . 
In the simulation, the trajectory paths and the actual contour 
error, which are executed by the controller designed by the 
method of equivalent errors and the distributed controller, are 
shown in Figs. 7 and 8. Then, Figs. 9 and 10 present the 
experimental results.  

TABLE I.  PARAMETERS FOR SINGLE SERVO DRIVES 

Joint m ( radsV /2⋅ ) c ( radsV /⋅ ) 

1 0.1180 1.1184 

2 0.1131 0.9165 

3 0.0080 0.0965 

4 0.0014 0.0731 

5 0.0012 0.0131 

TABLE II.  PARAMETERS OF THE LENGTH OF LINKS  
Length of links ( m ) 

bl  1l  2l  3l  4l  5l  wl  1zl  2zl  3zl  

0.3 0.1 0.37 0.2 0.1 0.05 0.05 0.13 -0.009 0.05 

 
Figure 7. Trajectory paths for the robot arm in simulation  
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Figure 8. Actual contour errors for the robot arm in simulation 

 
Figure 9. Trajectory path for the robot arm in experiment 

 
Figure 10. Actual contour error for the robot arm in experiment 

TABLE III.  NUMBERICAL RESULTS FOR THE 5-DOF ROBOT ARM 
Control 

Approach Control parameters 

FF-enhanced 
PID 

( )150,200,250,300,4001 diagK = ; 

( )100,150,180,200,2502 diagK = ; 

( )50,75,150,200,250diagKP = ; 

( )001.0,01.0,1.0,5.0,2.0diagV ff = ; 

1=α  

ISMC 

3001 =b ; 000,302 =b ; 

( )100,800,250,30,10diag=ρ ; 

( )10,20,10,5.2,1diag=δ  

 
As shown in Figs. 7 and 8, it is clear that the method of 

equivalent errors can provide much better performance than 
the distributed control. The average contour error is 

mµ0015.0 for the proposed method compared to 
mµ09.3 for the distributed controller. From the experimental 

results shown in Figs. 9 and 10, the proposed method also 
outperform the distributed controller, although it is not as 

significant in the simulations. The average contour error for 
the proposed controller and distributed controller are 

mµ25.30  and mµ72.113 , respectively. The contour error 
by the proposed method is approximately one quarter of the 
error by the conventional controller. The results clearly verify 
the effectiveness of the proposed method. 

VI. CONCLUSIONS 

The contouring control problem of a 5-DOF robot arm has 
been studied in this work. To study the limitation of the 
distributed controller, the method of equivalent errors is 
utilized to reveal the robustness against the strong 
nonlinearity of the robot arm system. Both approaches 
employ the kinematic transformation to generate the joint 
space reference from the desired path. The results compared 
the outcomes of the controller designed by the method of 
equivalent errors and the distributed controller. As expected, 
in both simulation and experimental results, the performance 
of the distributed controller is limited by the strong 
nonlinearity in the robotic system, while the controller 
designed by the method of equivalent errors can more 
effectively reduce the contour error. 
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Abstract—This paper presents a distributed consensus 
cooperative formation control using hierarchical sliding-mode 
control and output-feedback recurrent interval type-2 fuzzy 
neural networks (ORIT2FNN) for a group of uncertain 
inverse-Atlas-spherical driven ball-riding robots (IAS-BRRs). 
The dynamic of each IAS-BRR in both sagittal and coronal 
planes can be modeled using the Euler-Lagrangian equation as 
two decoupled fourth-order underactuated models, and the 
whole multi-robot system is described by a directed graph. 
Based on the hierarchical sliding-mode control and Lyapunov 
stability theory, an intelligent adaptive, decentralized, 
cooperative consensus-based formation control method is 
proposed to accomplish formation control, where the 
ORIT2FNN is used to approximate the system uncertainties 
online. Simulations are performed to demonstrate that the 
proposed control method is useful and beneficial. 

Index Terms—Ball-riding robot, consensus control, 
cooperative formation control, output-feedback recurrent 
interval type-2 fuzzy neural networks (ORIT2FNN). 

I. INTRODUCTION 

ooperative control for homogeneous multi-agents, 
multi-robots or multi-vehicles has received much 
attention for past and present decades [1,2]. 

Homogeneous cooperative control techniques have been 
successfully applied to several engineering applications in 
[3-5]. Up to now, researchers have proposed several 
formation control methods [4,5]; most of them using the 
consensus cooperative algorithms by assuming the controlled 
systems being modelled by more than first-order systems 
models [3-9] with advantage of superior network flexibility. 
For example, Chen et al. [9] presented a fuzzy observer-based 
consensus tracking approach for nonlinear second-order 
multi-agent systems. 

The ball-riding robots have been investigated by many 
researchers [12-15]. From the control point of view, motion 
control of the ball-riding robots can be treated as a 
fourth-order underactuated control problem, which has been 
well studied in [16-18]. Tsai et. al. [15] presented a dynamic 
model of ball-riding robot with an LQR control method for 
station keeping and point stabilization. Lin and Mon [16] 
proposed a hierarchical decoupling sliding-mode control 
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approach to addressing more general under-actuated systems. 
Wang et. al. [17] presented two sliding-mode design methods 
for underactuated mechanical systems. Qin et. al. [18] 
established a hierarchical sliding-mode control approach to 
stabilizing the SIMO underactuated systems with nonlinearity. 
Inspired by these studies, the aggregated hierarchical 
sliding-mode control method in [17] would be useful in 
finding formation control laws of the ball-riding robots. 

Backstepping control techniques have been regarded as 
one of important control methodologies for nonlinear systems, 
especially for those systems with nonlinear strict feedback 
forms. Moreover, adaptive backstepping has also been 
applied to not only achieve station keeping and trajectory 
tracking of two types of single ball-riding robots [21-22], but 
also carry out decentralized consensus tracking of a class of 
second-order multi-agent systems in [9, 23]. That is, the 
combination of backstepping techniques and sliding-mode 
control brings outstanding performance, which has been 
documented in [24] due to the finite time convergence 
property. 

RIT2FNN have been used for identification and 
approximation of nonlinear system dynamic. It have also 
been demonstrated powerful and effective in proposing an 
intelligent backstepping slide-mode control or direct adaptive 
RIT2FNN-based control method for single ball-riding robot 
in [21] and [22], respectively. Tsai et. al. [23] used an 
IT2FNN with output feedback, abbreviated as output 
feedback RIT2FNN (ORIT2FNN), to learn uncertain parts of 
heterogeneous omnidirectional mobile robots. Inspired by 
[21-23, 25], ORIT2FNN would be a promising tool in 
constructing a novel formation controller for a team of 
heterogeneous ball-riding robots. 

The goal of this paper is to develop the distributed  
cooperative formation control laws of a group of uncertain 
multiple ball-riding robots using ORIT2FNN, adaptive 
backstepping approach, and hierarchical sliding-mode 
control, and to verify the proposed control method is useful 
and beneficial via simulations. In comparison with the state of 
the art in cooperative formation control, the presented 
contents are novel in establishing an intelligent adaptive 
cooperative formation control law for a team of two types of 
ball-riding robots modeled by fourth-order underactuated 
dynamic system models in both sagittal or coronal plane, with 
the assumption that they moves on a flat terrain. 

The rest of this paper is constructed by follows. Section II 
briefly recalls how to model each ball-riding robot in 
formation and the overall multi-robot system, and then 
formulates the control problem. Section III describes how to  
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Feng-Chun Tai, Ching-Chih Tsai Fellow, IEEE, Cheng-Kai Chan 
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Fig. 1. A homogeneous multi-ball-riding robot system with n IAS-BRRs. 

design the adaptive cooperative formation control law using 
ORIT2FNN, adaptive backstepping and hierarchical 
sliding-mode control. In Section IV, two simulations on 
formation control of a team of multiple ball-riding robots are 
performed to show the effectiveness and merit of the 
proposed control method. Section V concludes the paper. 

II. PROBLEM FORMULATION 

This section first introduces the modeling technique of the 
ball-riding robot in the world frame; a multi-robot system 
consist of the mentioned ball-riding robot derived by the 
graph theory; and finally describes the control problem. The 
mentioned ball-riding robot is considered as a mobile robot 
equipped with one bawling-like ball and an inverse Atlas 
spherical motion platform driven by three omnidirectional 
wheels, as shown in Fig. 1.  

2.1 Modeling a Ball-Riding Robot in the World Frame 

The dynamic model of the ball-riding robot can be 
considered as two independent inverted pendulum system in 
both sagittal and coronal planes since the system state are 
independent and decoupled, where the system model is first 
described by [16-17]. Besides, the system models in both 
sagittal and coronal planes are completely identical except the 
subscript. Fig. 2 and Table I shows the simple planar model 
diagrams and the definition of symbol separately. From Fig. 2 
and Table I, the system state of each IAS-BRR are defined as: 

, , ,x x x x y y y yx v v a u y v v a u= = = = = =                  (1) 

where the pair (x,y) denotes the position of the contact point 
between the ball and the terrain; vx and vy respectively stand 
for the velocities of the robot in both sagittal and coronal 
planes; αx and αy are respectively desired acceleration 
commands in both x and y axes; ux and uy are the acceleration 
control commands in both x and y axes. From [20], once the 
velocities of the robot have been obtained from the integral of 
the designed control commands, the angular velocities of 
three real driving motors are given by 

1

2

3
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Fig. 2. A simple planar model of a ball-riding robot in the either sagittal or 
coronal plane. 

TABLE I. Definition of Symbol. 
Symbol(Unit) Symbol Description Typical value 

Bm (kg) Mass of the body 3.2 kg 

bm (kg) Mass of the ball 0.65 kg 
l (m) Length of the body 0.15 m 

br (m) Radius of the ball 0.11 m 

bI (kg-m2) Moment of inertia of the ball 0.005 2[ ]kg m⋅  

BI (kg-m2) Moment of inertia of the body 0.032 2[ ]kg m⋅  

rw (m) Radius of each omnidirectional wheel 0.05 m 

where rw is the radius of each omnidirectional wheel, and Kz is 
a real and positive constant specified by the designer, and the 
rotational angular rate, ωz, of the robot with respect to z axis.     
On the other hand, the dynamic behavior of the whole robot 
can be simply described by the two-dimensional mobile 
inverted pendulum. In deriving the dynamic equations for 
inclination, let θx and θy (unit: rad) respectively represent the 
inclination angles of the robot in both saggital and coronal 
planes, ϕx and ϕy respectively denotes shaft angles of the ball 
with respect to the inclination of the robot in both sagittal and 
coronal planes, as indicated in Fig.1 (c). Using Lagrangian 
mechanics and the three assumptions:  
1)  There is no slip between the spherical wheel and the floor;  
2)  The motion in the median sagittal and coronal plane are 

decoupled;  
3)  The equations of motion in these two planes are identical. 

one obtains the following equations of motion of θx and θy.by: 
2 12

11 12

2 12
11 12

sin( ) sin

sin( ) sin

x
x x x x x x x x

b b

x
y y y y y y y y

b b

g MM M u
r r

g MM M u
r r

βθ βθ θ θ φ

βθ βθ θ θ φ

− − = − = −

− − = − = −

  

  

   (3) 

where 11 2 cos( )x xM α γ β θ= + + ; 12 cos( )x xM α β θ= + ; 

11 2 cos( )y yM α γ β θ= + + ; 12 cos( )y yM α β θ= + ; 
2( )b B b bI m m rα = + + ; B bm r lβ = ; 2

B Bm l Iγ = + . 

Consider the uncertainty term, we decompose the three 
system parameters into mB=mB

0+ΔmB, l=l0+Δl and IB=IB
0+ΔIB 

where ΔmB, Δl and ΔIB denote the uncertainties of M(q), 
C(q,q) , G(q) and D(q) , respectively. By using these three 
perturbed terms, defining the four state variables, 1 =i xix θ , 

2 =i ix x , 1 =i xiv θ  , 2 =i iv x  and the control ui=uxi for the ith 
ball-riding robot in the sagittal plane, one obtains the  
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Fig. 2. Illustration of the current and goal pose of ball-riding robot i. 

following sagittal-plane dynamic model of ball-riding robot i, 
for i=1,…,n, 

1 1 1 1 1 2 1 2 1 1 2 1 2 1

2 2 2 2 1 2 1 2 2 1 2 1 2 2

,  ( , , , ) ( , , , ) ,
,  ( , , , ) ( , , , )

i i i i i i i i i i i i i i i

i i i i i i i i i i i i i i i

x v v b x x v v u g x x v v
x v v b x x v v u g x x v v

ξ
ξ

= = + +

= = + +

 

 

 (4) 

where b1i=-Mx12/(rbMx11), g1i=(β(v1i)2sin(x1i)+βgsin(x1i)/rb)/Mx11, 
b2i=1, g2i=0. 

In (4), x1i, v1i, x2i, v2i ∈R1 are represented as the inclination  
angle, and tilt rate, translational position, translational 
position velocity, of the ith ball-riding robot in the sagittal 
plane, respectively, and they are all directly measured and 
bounded; ξ1i and ξ2i caused by the three system parameters are 
two continuous and bounded disturbances satisfying 
|ξ1i | ≤ h1ξmax < ∞ and |ξ2i | ≤ h2ξmax < ∞. Note that, by using the 
similar procedure, we have the completely identical 
coronal-plane dynamic model of ball-riding robot i, for 
i=1,…,n. Moreover, the system model (4) represent the 
fourth-order underactuated state equations of the ith 
ball-riding robot in in the either sagittal or coronal plane. 

2.2 Modeling a Multi-Ball-riding robot System 

Generally speaking, a multi-ball-riding robot system has 
been considered as a group of ball-riding robots, where a 
leader exchanges information with other IAS-BRRs via 
communication architecture. Suppose that interconnection 
topology of n ball-riding robots is a directed graph G, and n 
ball-riding robots can be regarded as n nodes. The relevant 
weighted adjacency matrix is denoted as A = [aij] and aij ≥ 0, 
∀ i, j ∈{1, 2, …, n}. Moreover we assume aii = 0. The 
Laplacian matrix L of the directed graph G is defined as 
L = D – A, where D=diag(d1,d2,…,dn), and 

1
.n

i ijj
d a

=
= ∑ The 

interconnection topology of the overall multi-ball-riding 
robot system is also a directed graph G , and its Laplacian 
matrix L  is given by L = D - A . In order to achieve this 
formation control objective, three assumptions about the 
communication topology are made as follows: 
(i) The graph G  with its relevant Laplacian matrix L  is 

directed and has a spanning tree with root being the 
virtual leader, the (n+1)th ball-riding robot; 

(ii) At least one follower robot accesses the information 
from the leader 

(iii) The dynamics of the leader must be independent from 
any ball-riding robot.  
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Fig. 3. The structure of the proposed algorithm. 

According to Assumption (i), the Laplacian matrix L  is 
symmetric and has only one zero eigenvalue and all other 
nonzero eigenvalues with positive real part. On basis of 
Assumptions (i)-(iii), there exists a diagonal matrix 
B = diag{a1(n+1), …, an(n+1)} where all diagonal entries are 
nonnegative and it has at least one positive diagonal entry 
such that the summation of both matrices, i.e., SG = L + B, is 
invertible and has all the nonzero eigenvalues with positive 
real parts; therefore, there exist a symmetric and positive 
-definite matrix Q, and a symmetric and diagonal matrix P, 
such that PSG + SG

TP = Q. Moreover, the P can be found by 
P = diag{p1, …, pn}, where [1/p1, …, 1/pn]T = S-1[1, …, 1]T . 

2.3 Problem Statement  

The control objective of the formation control is briefly 
described as follows: each of the ball-riding robots follows 
virtual leader, and the pose asymptotically converges to the 
desired relative pose between the ith ball-riding robot and 
their leader. This is formulated as 1 1lim ( ) lim ( ) 0,i it t

x t v t
→∞ →∞

= =  

( ) ( )* *
2 2 2 2lim ( ) ( ) lim ( ) ( ) 0,i i i it t

x t x t v t v t
→∞ →∞

− = − =  i=1,2,…,n, 

where *
2 ( ) ( ) ( )i L ix t x t f t= +  and *

2 ( ) ( ) ( )i L iv t x t f t= +   are 
respectively denoted by the desired pose and velocity of the ith 
robot, x1i is the position of the ith robot, xL(t) is the pose of the 
leader, and fi(t) is the desired relative pose vector between the 
ith ball-riding robot and leader. Note that the desired relative 
pose for the ith ball-riding robot should be different from it for 
any other ball-riding robot, and fn+1(t) = 0 and 1( ) 0nf t+ = . 
Moreover, we further assume that xL(t) and fi(t), i=1,..,n, are 
twice differentiable; ( )if t , ( )if t  and ( )if t , i=1,..,n, are 
known for the ith robot, and all the state variables of the ith 
ball-riding robot are directly measured. 

III. PROPOSED METHOD 

This section will derive a consensus-based cooperative 
formation control law using ORIT2FNN, as shown in Fig. 3. 
In doing so, the ORIT2FNN will be briefly described in order 
to on-line learn the nonlinear and state-dependent functions, 
ξ1i and ξ2i, in (11), and then the intelligent adaptive 
consensus-based cooperative formation controller is 
synthesized to not only let a group of ball-riding robot s 
cooperatively move in formation, but also control each 
ball-riding robot to generate the geometric configuration of the 
formation.  
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Fig. 4. The structure of the proposed ORIT2FNN. 

3.1  Online ORIT2FNN Function Learning  

The structure of the used ORIT2FNN as shown in Fig. 4. 
Including four layers: the input, the membership function, the 
rule and the output layers. By adding feedback connection 
through delay from the output layer, the recurrent feedback is 
embedded in the network [18-20]. Basically, the output of the 
proposed ORIT2FNN can be expressed by the following 
matrix-vector form. 

( ) 1( , , , )Tx = ∈y W Y x w m ω                     (5) 

where [ ] [ ]1 1,  ,T
L R r rn l lnW W W W W W= =W    [ ] ,T

L R=Y Y Y  and 

( ) 1 .
T

Qx y y =  y   For page limitation, the above notations 
are defined in [18-20]. 

3.2 Intelligent Distributed Formation Control  

This section is devoted to designing each distributed 
consensus cooperative control law ui such that 

*
1 1lim ( ) 0t i ix x→∞ − =  and *

1 1lim ( ) 0t i iv v→∞ − = , i=1,…,n, In 
doing so, the overall formation system based on the decoupled 
system model (4) can be rewritten in a vector-matrix form  

( ) ( )
( ) ( )

1 1 1 1 1 1 1

2 2 2 2 2 2 2

,    , ,

,   , ,

+ +

+ +
1 1 1

2 2 2

x = v v = b x v u g x v ξ

x = v v = b x v u g x v ξ

 

 

         (6) 

where  
1 11 12 1( , ,..., ) ,T

nx x xx  1 11 12 1( , ,..., ) ,T
nv v vv   

2 21 22 2( , ,..., ) ,T
nx x xx  21 22 2( , ,..., ) ,T

nv v v2v  1 2( , ,..., ) ,T
nu u uu 

11 1( ,..., ) ,T
ng g1g  21 2(g ,...,g ) ,T

n2g  11 1( ,..., ) ,T
ndiag b b1b   

21 2( ,..., ) ,T
ndiag b b2b  11 12 1( , ,..., ) ,T

nξ ξ ξ1ξ  21 22 2( , ,..., ) .T
nξ ξ ξ2ξ   

Note that both matrices b1 and b2 are diagonal and all their 
diagonal entries are nonzero. The proposed cooperative 
formation control using ORIT2FNN is synthesized as shown 
in the subsequent three steps. 

Step1: Let us first define the tracking error vector of the first 
order subsystems as *

1 1 1e = x - x  where * (0,0,...,0) .T
1x   

Then it follows that  
* *

1 1 1 1 1 1= = =e x - x v - v v                   (7) 
where 1 (0,0,...,0)T nR∈*v  . To stabilize the e1 dynamics, let 
us consider v2 as another virtual control vector let 
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Fig. 5. Schematic of aggregated hierarchical sliding-mode control (AHSMC) 

with adaptive backstepping control. 

1 1( ) -= =1 1v Φ e Ke                              (8) 

in which the matrix K is the diagonal and positive-definite 
matrix. With the virtual controls, the dynamics of tracking 
errors becomes 1 1- .=e Ke  It is easy to show the tracking error 
vector e1 approach zero as time goes to infinity by choosing 
the following positive-definite Lyapunov function V11 as 

1 / 2V = T
1 1e e                                 (9) 

where leads to 1 0V = <T
1 1-e Ke . 

Next, let us define the formation state error of the ith 
system in formation be given by, for i = 1, .., n, 

1

2 2 2
1

( )
n

i ij i j
j

e a x x
+

=

−∑=                         (10) 

which can be rewritten in a vector-matrix form, 
*

2 2 2( )G= −e x xS                              (11) 

where * * * *
2 21 22 2( , ,..., )T

nx x xx  , and the matrix SG is reduced 
from the graph Laplacian L  and given by   

1

1 12 1
1

1

2 2 2
1

1

1 2
1

n

j n
j

n

n j n
jG

n

n n nj
j

a a a

a a a

a a a

+

=

+

=

+

=

 
− − 

 
 

− − 
=  

 
 
 − − 
 

∑

∑

∑

S





   



            (12) 

Note that the matrix SG is symmetric, and has all the 
nonzero eigenvalues with positive real parts, moreover, it is 
invertible. Furthermore, there exist a symmetric and P.D. 
matrix Q, and a symmetric and diagonal matrix P such that 
PSG + SG

TP = Q 
Hence, the dynamics of the formation state error vector is  

* *
2 2 2 2 2( ) ( )G G− = −e = x x v xS S                  (13) 

where * *
2 2 .nR∈v x  To stabilize the e2 dynamics, we 

consider the virtual control vector v2 as  

( )1
2 2 2 1 0 2( ) G L c−= + ⊗ ⊗ −v = Φ e f I b x eS

        (14) 

where the vector b is given by b = [a1(n+1), …, an(n+1)]T and  
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c0>0. With the virtual control vector in (14), the dynamics of 
formation state error vector becomes 

 ( )( )
*

2 2 2

1 *
1 0 2 2

0 1 2

( )G

G G L

G

c

c

−

−

= + ⊗ ⊗ − −

= − ⊗

e = v x

f I b x e x

I e

S

S S

S

 



       (15) 

Furthermore, we choose the following positive-definite 
Lyapunov function V2 as 

2 2 2 2TV = e Pe                              (16) 

Taking the time derivative of (16) along the trajectories of 
(15), one obtains  

2 0 2 2 0 2 2( ) 0T T TV c c= − + = − <e S P PS e e Qe        (17) 

which shows that 2 0→e  as 2t → ∞  exponentially. 

Step 2: Define the backstepping errors as 

 

( )
( ) ( )( )

( )

1 1 1 1 1 1 1 1

1
2 2 2 2 2 1 0 2

1
2 1 0 2

( )

G L

G L

c

c

−

−

= − = − − = +

= − = − + ⊗ ⊗ −

= − − ⊗ ⊗ +

z v Φ e v Ke v Ke

z v Φ e v I b x e

v I b x e

f S

f S









  (18) 

With the defined backstepping errors , the system model 
(6) can be rewritten by  

( )

1 1 1

1 1 1 1 1

2 2 0 2

1
2 2 2 1 0 2 2

 

 G G

G L

c

c−

= −
= + + +
= −

= + − − ⊗ ⊗ + +

e z Ke
z b u g Ke ξ
e z e

z b u g I b x e ξ

S S

f S









 

         (19) 

To stabilize all the error vectors e1, z1, e2, and z2, we use 
the hierarchical sliding-mode control method in [15] to find 
the control vector u, as shown in Fig. 5, and define the two 
sliding surfaces without ξ1 and ξ2 as 

1 2 1 2+ Λ = z + Λzs = s s                     (20) 

where both matrices  Λ=diag{λ1, λ2,…, λn} is diagonal, 
positive-definite, and real-valued. Taking the time derivative 
of the second-layer sliding surface, one obtains 

( ) ( )
( )( )( )

1 2

1 2 1 2 1

1
0 2   G L c−

= +

= + + + +

+ − + ⊗ + +

z Λz
b Λb u g Λg Ke

Λ S b x e ξ

s

f

  







     (21) 

where 1 2( , ,..., )T
nξ ξ ξ= Λ1 2ξ ξ + ξ  . 

In the sequel, the mentioned ORIT2FNN approximator is 
used to approximate the nonlinear term ξi, so one can let the 
ideal approximation result be 

( )* * * * *,  ,  
T

i i i i i i ifW x cξ ϕ ω ε= +                    (22) 

where Wi
* is the optimal weight vector, φi

* is the optimal 
ORIT2FNN vector, εif

* is a small and bounded error vector. It 
is assumed that the norms of the optimal weights ||Wi||, ||ωi|| 
and ||ci|| are bounded. Then the actual ORIT2FNN estimate, 

îξ , can be represented by 

 ( )ˆ ˆ ˆ ˆˆ,  ,  T
i i i i i iW x cξ ϕ ω=                              (23) 

where ˆ ˆ ˆˆ,  ,  ,  i i i iW cϕ ω  are estimates of * * * *,  ,  ,  i i i iW cϕ ω  in 
the network. By defining * ˆ

i i iW W W= − , * ˆi i iϕ ϕ ϕ= − , 
* ˆi i iω ω ω= − , * ˆi i ic c c= − , and expanding * ˆi i iϕ ϕ ϕ= −  using 

Taylor series, i.e., 

ˆ ˆ
i i

i i i i i i i i i
i i

c H A B c H
c

ϕ ϕ
ϕ ω ω

ω
∂ ∂

= + + = + +
∂ ∂
 

          (24) 

which can be rewritten by  

( ) ( ) *ˆ ˆ

ˆ ˆ ˆ ˆ

T

i i i i i i f

T T T
i i i i i i i i i i

W W

W A W B c W h

ξ ϕ ϕ ε

ξ ω ϕ

= + + +

= + + + +







 

         (25) 

where *ˆ T T
i i i i i i fh W H W ϕ ε= + +

  and maxi ih h
∞

< < ∞ . Thus, 

the estimate error of iξ  is obtained from 

ˆ

ˆ ˆ ˆ
i i i

T T T T T
i i i i i i i i iA W c B W W h

ξ ξ ξ

ω ϕ

−

= + + +







 

            (26)

 

Step 3: Next, in order to achieve the formation control and 
self-balancing, we choose ( )1 2

ˆ ˆ ˆ ˆ,  ,  ...,  ,
T

nξ ξ ξξ   which 

satisfy ˆ= −ξ ξ ξ , from (21), the following decentralized 
sliding-mode consensus control law by following:  

( )

( )

1
1 2 1

1 2

0 2 1 2

1 2

ˆ- sgn
               

G L

c h h

−− − − + + ⊗
=

+

− − −
+

+

g Λg Ke Λ Λ b x
u

b Λb

Λ e ξ
b Λb

f S

s s



 



           (27) 

Such that   

1 2 sgn( )h h += - - ξs s s 

                             (28) 

where h1 > 0 ∈ R1 and h2 ∈ R1 are both positive design 
parameters such that h2 > hmax + hξmax,  where 
hmax = max{himax, …, hnmax} . One can find the parameter 
updating rules for the ORIT2FNN function approximator and 
make sure that system is stable via the Lyapunov theorem by 
selecting the Lyapunov function V3 in the following. 

3

1 1 1

1
2

1 1 1 1 1 1       
2 2 2

i i i

T

n n n
T T T

i i i i i i
i i iW c

V

W W c c
ω

ω ω
η η η= = =

+ +∑ ∑ ∑

=

+  

s s

 

   

 (29) 

where 0,  0,  0,
ji ji jiW cωη η η> > >  i = 1, 2, …, n,  are the 

parameter updating gains. Taking the time derivative of V3 
along the trajectories of (28), one obtains  

( )

1

3 1 2 max max 1
1

1 1

1 ˆ- -

1 1ˆ ˆ           

i

i i

n
T T

i i i i
i W

n n
T T T T

i i i i i i i i i
i i c

V h h h h W W s

A W s c c B W s

ξ

ω

ϕ
η

ω ω
η η

=

= =

 
≤ − − + +  

 
   

+ + + +      
   

∑

∑ ∑

s s s 

  

 

   

     (30) 

where 
1 1

n

i=
= ∑ is s . Let the parameter updating rules are 

chosen by the following, for i=1, …, n, 
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ˆ ˆ ˆˆ ˆ ˆ ,    ,   
i i i

T T
i W i i i i i i i c i i iωη η η= = =W φ ω A W c B Ws s s

      (31) 

Then it turns out  

3 1 2 max max( ) 0TV h h h hξ≤ − − − − ≤s s s         (32) 

which is negative semi-definite. From the sliding-mode 
control theory and the Barbalat’s lemma, it implies that s → 0 
asymptotically. On the other hand, we can show both 
first-layer sliding surfaces converge to zero in finite time, 
namely that s 1  =  z 1  →0 and s 2  =  z 2  →0 in finite time. In 
doing so, we first prove that 1 2 2 22 2

, ,L L∈ ∈s s  i.e. 

2 2
22 20 0

  ,    d dτ τ
∞ ∞

< ∞ < ∞∫ ∫1s s             (33) 

From (32), we have 

( ) ( ) ( )1 2 max max0
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       (0)
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V
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∞
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since 2 max maxh h hξ> + , we can find that 
0

T dτ
∞

< ∞∫ s s , 

which leads to 
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From the inequality of quadratic equation 
2 T T Ta b a a b b≤ +  that holds for any vectors, it is obvious that 

1 2 1 1 20 0
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≤ +∫ ∫ 2Λ Λ Λs s s s s s            (36) 

which leads to 

1 2 1 20 0 0
4    T T Td d dτ τ τ

∞ ∞ ∞
≤ < ∞ ⇒ < ∞∫ ∫ ∫Λ Λs s s s s s    (37) 

We take (35) and (37) with the inequality 1 1 0T ≥s s  and 

2 0T T ≥2Λ Λs s , which imply that 
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Now we discuss the condition of s1·s2 < 0. From the 
derivation of the hierarchical sliding-mode control, we can 
find that λi doesn’t influence the stability of the second-layer 
sliding surface. Hence, we can choose λi = -λ0i when s1·s2 < 0. 
Therefore λi s1·s2 = -λ0i s1·s2 >0. We can also obtain the 
conclusion of (33). In summary, so long as we choose 

( )0 1 2
0

0 1 2

 ,   0
  0   for  = 1, 2.

 ,   0
i

i i
i

i
λ

λ λ
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From (34) we can obtain 
2

.L∞∈s  At the same time, 
from (32) we can also obtain 

2
.L∞∈s  Because the choice 

of λi guarantees λi s1·s2≥0, we obtain ||s1||2 ∈ L∞, ||s2||2 ∈ L∞, i.e. 

kth object

jth robot

ith robot i, j = 1, 2, …, n
  k = 1, 2, …, m

ρ(qik)

ρ(qij)ρ0

 
Fig. 6. Illustration of the collision and obstacle avoidance strategies for the 

multi-ball-riding robot system. 

2 2
t 0 t 0

sup ,  sup   
∞ ∞

≥ ≥
= < ∞ = < ∞1 1s s s s    (38) 

From the equation s1=z1, it follows that 

1 1 1 1 1= + + +b u g Ke ξs                        (39) 

Since all variables in the right-hand side of (39) are 
bounded. Hence, 1s  is bounded, i.e., 1 2

L∞∈s . From s2=z2, 
we can obtain that 2 2

L∞∈s . Because we’ve proved 

1 22
L∈s  and 2 2

,L∞∈s  according to Barbalat’s lemma, we 

can have 1lim 0
t→∞

=s  and 2lim 0,
t→∞

=s  i.e., the first-layer 

sliding surfaces, s1 and s2, converge to zero asymptotically, 
which proved that 2 22 2 2 2

, , ,  L L L L∞ ∞ ∞ ∞∈ ∈ ∈ ∈1 1s s s s   

Since we’ve make sure that both first-layer sliding 
surfaces converge to zero in finite time, then it implies from 
(32) that both tracking errors e1 and e2 also approach zero as 
time goes to infinity. Consequently, we have *

1 1 0,i lx x→ =  
*

1 1 0i lv v→ = , *
2 2i lx x→ , and *

2 2i lv v→  as t → ∞. With the 
aforementioned design procedures and consensus analysis, 
the main result of the section is summarized as in the 
following theorem. 

Theorem 1: Given the underactuated fourth-order nonlinear 
ball-riding robot (IAS-BRR) model (4), network structure, 
and the assumption therein, the ORIT2FNN-based 
distributed consensus formation control law in (27) together 
with the parameter adaptive laws in (31) is designed such that 

*
1 1 0i lx x→ = , *

2 2i ix x→ , *
1 1 0i lv v→ = and *

2 2i iv v→  as t → ∞ , 
i=1, 2, …, n, where x2i

* and v2i
* are respectively the position 

and velocity given by the virtual leader, namely that all the n 
follower ballbot converge to their positions and velocities 
specified by the leader ballbot, and all the ballbots are 
maintained at their zero tilt angles. 

Remark 1: From the decentralized formation control law in 
(27), it is easy to find the consensus-based cooperative 
formation control law for the ith ball-riding robot (IAS-BRR) 
in formation in any either plane as follows: 
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where Sij is the (i, j) entry of the matrix SG. Note that the entry 
Sij is not zero in the path of the communication topology; 
otherwise, Sij is zero. Thus, with Assumptions (i)-(iii), the 
control law in (40) is distributed and decentralized. 

By repeating the same proof process, the asymptotical 
stability of the complete formation system with the parameter 
updating rules using ORIT2FNNs are similarly obtained by 
choosing the two identical ORIT2FNNs and Lyapunov 
functions which are summed into one final Lyapunov 
function. This shows that all the n follower robots converge to 
their desired poses and pose velocities given by the leader 
ballbot. The main result is stated in the subsequent Theorem. 

Theorem 2: Given the decoupled fourth-order nonlinear 
multi-ball-riding robot system model in both sagittal and 
coronal planes in (3), network structure and assumptions 
therein, the cooperative consensus-based formation control 
law (27) together with the same sets of parameter adaptive 
laws in (31) is designed in any either plane such that all the n 
follower robots converge to their desired pose and speeds 
given by the virtual leader, and the tilt angles of all the robots 
are maintained at zero. 

Since the control law design is completed, the distributed 
formation control law integrating with the collision and 
obstacle avoidance method modified from [7, 26] with a 
unified approach of the potential field function to achieving 
both collision and obstacle avoidance functions for the 
multi-ball-riding robot system, as shown in Fig. 6. 

The overall repulsive potential U(qi) for the aims of 
collision and obstacle avoidance is defined as follows: 

( ) ( ) ( )i ca i oa iU q U q U q= +                    (42) 

where the repulsive potential of collision avoidance Uca(qi) 
and obstacle avoidance Uoa(qi) are defined by 

2
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1, 0

0
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0                                     if ( )>
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where the pair qi=(xi, yi) means the position of the ith  

TABLE II. Symbols Definitions. 
Symbol  
and unit 

Parameter and  
variable description 

Typical values 

mb [kg] 
mB [kg] Mass of the [body/ball] 0.65 (Null), 1 (Filled) 

3.2 

l [m] 
Distance between the centers 

of the ball and CoM of the 
body 

0.15 

rb [m] Radius of the ball 0.11 

Ib [kg·m2] 
IB [kg·m2] 

Moment of inertia of the 
[ball/body] with respect to the 

[surface of the ball/CoM] 

( )

( )( )

2

2

2 0.0055
 = 6+ 3 0.032

b b b Filled

B B B

I m r

I m l l r

= =

⋅ =
 

θx [rad],  
ϕx [rad] [Tilting/rotating] angles  

ball-riding robot; Koa and Kca are two scaling factors; ρ(qij) 
and ρ(qik) respectively denote the minimal distances from the 
ith robot to the jt robot and the kth obstacle, namely that 

2
( )ij i jq q qρ = −  and 

2
( ) k

ik i obstacleq q qρ = − , where k
obstacleq  

is the position of the kth obstacle. Moreover, ρ0 is the radius of 
the safe region, and m is the number of the obstacles.  

The repulsive potential U(qi) ≥ 0 and tends to infinity 
when qi gets closer to the jth ball-riding robot or the kth 
obstacle. Hence, the overall repulsive force ucoi is obtained 
from taking the negative gradient operation of the repulsive 
potential as in the following equation: 
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TT
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co i ca oa
i
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U q R
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IV. SIMULATIONS AND DISCUSSION 

The aims of simulations are to examine the effectiveness 
and performance of the proposed controller for formation 
control of three ballbots with uncertain terms. Two 
simulations are conducted for examining the ability of the 
proposed controller. Simulations parameters are listed in 
Table I, and the friction coefficients between the ball and the 
body and the ball and the ground are respectively set by 
μϕx=0.8 and μcϕx=0.8. 

At the outset, two ORIT2FNNs with 3 inputs and 9 
membership functions is chosen to estimate the uncertain 
vector functions in both x and y axes. Moreover, the initial 
values of the ORIT2FNN parameters are selected by: 

wi=1(i=1,…,6), σi=0.8(i=1,…,9), 
c11 = [-0.09, -0.07], c12 = [-0.01, 0.01], c13 = [0.07, -0.09],  
c21 = [-0.09, -0.07], c22 = [-0.01, 0.01], c23 = [0.07, -0.09],  
c31 = [-0.09, -0.07], c32 = [-0.01, 0.01], c33 = [0.07, -0.09]. 

The first simulation is aimed to control the three 
IAS-BRRs to maintain the desired right triangular formation 
whose side lengths are 1m while tracking a straight line. The  
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(a)             (b) 

Fig. 7. Simulated line tracking results with formation keeping of the 
multi-robot team: (a) communication topology; (b) tracking responses. 
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Fig. 8. Tracking errors of the IAS-BRRs. 
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Fig. 9. Tilting and heading angles of the IAS-BRRs. 

initial positions of the three IAS-BRRs are (0.2, 0), (0.4, 0.5) 
and (-0.2, 0) (unit: m), respectively, and the virtual leader 
moves along a line with speeds v=0.1 m/sec being in both 
axes; the simulation time t=50 seconds. The communication 
topology and the formation control trajectories of the three 
IAS-BRRs are displayed in Fig. 7, where the black block 
stands for the static obstacles. Fig. 8 & 9 depicts the tracking 
errors and tilting and heading angles of this simulation. The 
results reveal that the proposed formation controller is 
effective in achieving the desired formation. 

The second simulation is dedicated to test whether the 
developed distributed formation controller is able to achieve 
the same triangular formation where the virtual leader moves 
along a circle with a radius of 3 m and an angular speed, 
ω=0.2 rad/sec and a simulation time of 80 seconds. Three 
IAS-BRRs get started at the same initial position as in the first 
simulation. Fig. 10 displays the simulated circular formation 
trajectories of the three IAS-BRRs and Fig. 11 & 12 depict 
the tracking errors, tilting and heading angles of each 
IAS-BRR. Through these results in Fig. 10-12, the proposed 
distributed formation controllers is shown effective in 
controlling all the IAS-BRRs to keep triangular formation 
with circular trajectory tracking. 

From the above-mention simulation results shown in Fig. 
7&10, it is obvious to observe that the proposed decentralized  
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(a)             (b) 

Fig. 10. Simulated circular tracking results with formation keeping of the 
multi-robot team: (a) communication topology; (b) tracking responses. 
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Fig. 11. Tracking errors of the IAS-BRRs. 
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Fig. 12. Tilting and heading angles of the IAS-BRRs. 

consensus control law is shown capable of manipulating all 
the IAS-BRRs, modeled by a fourth-order underactuated 
system model, to accomplish formation keeping and desired 
trajectory tracking in both cases of line and circular 
movements of the leader. As can be seen in Fig. 9 & 12, all 
the tilt angles of three IAS-BRRs are almost maintained 
nearly at the region of the origin, indicating that all the 
IAS-BRRs moves without falling down, but have significant 
and long transient responses. The responses can be improved 
by adjusting some control gains of the proposed controller. 

V. CONCLUSIONS 

This chapter has presented a consensus-based cooperative 
formation control using hierarchical sliding-mode control and 
output-feedback recurrent interval type-2 fuzzy neural 
networks (ORIT2FNN) for a group of homogenous, 
networked mobile IAS-BBRs with modeling error and 
exogenous uncertainties. Each IAS-BRR can be modeled by 
two decoupled, uncertain, and independent underactuated 
fourth-order dynamic models. Based on the IAS-BRR and 
multi-robot system models, and the communication topology 
which is described by a directed graph, we proposed an 
intelligent adaptive distributed consensus formation control 
law with ORIT2FNN approximation. Via the Lyapunov 
stability theory, not only the overall system stability can be 
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guaranteed, but also the desired formation pattern can be 
ensured. The effectiveness and merits of the proposed control 
method have been demonstrated via the simulation results. In 
conclusion, the proposed consensus formation controller 
works well with our multiple IAS-BRRs. An important topic 
for future research would be conducting the experiment and 
comparing the experiment result to the simulation results in 
order to verify the usefulness and applicability of the 
proposed consensus formation controller. 
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