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Abstract—In this paper, a combination of path planning and 
backstepping sliding mode control approach is applied to the 
four-wheeled agricultural robot. First, the anchor points in a strip 
farm is located by the real-time kinematic positioning in global 
navigation satellite system (GNSS-RTK). Second, a point-to-point 
trajectory is formed on a strip farm map using cubic spline 
interpolation by selecting initial, control, and target points 
between the anchor points. Finally, backstepping and sliding 
model technique is used to solve the path following problem. The 
stability of the proposed guidance system is proved by Lyapunov 
theory. 

 Keyword—Wheeled mobile robot, path planning, dynamic model, 
sliding model control, backstepping 

I. INTRODUCTION 

In recent years, the number of people engaged in agriculture 

has been decreasing year by year. Some of the new forms of 

farming have been changed to automated management. A 

variety of automated agricultural robots have become one of the 

important tools in new agricultural management. Today, many 

task-oriented autonomous field robots have been created and 

used to perform field tasks such as weeding, seeding, spraying, 

and fruit picking. To do these tasks well, it is first necessary to 

rely on the field robot to be able to move autonomously and 

stably in the field, so automatic guidance becomes very 

important. The use of automatically guided robots to perform 

field work can not only greatly reduce the workload of farmers, 

but also improve the safety of farmers when they are working in 

the field.  

Autonomous robots need to have high operating efficiency, 

and the detouring range and operating speed of the robot must be 

taken into account. In addition, the availability rate, stability, 

endurance and durability of the equipment must also meet the 

needs of field operations. Managers or operators do not 

necessarily operate and manage on-site, and their main job is to 

assist in improving the safety of robot use. Among them, the 

automatic guidance to achieve high-precision positioning is still 

a challenging task. In addition, the robot can perform various 

agricultural tasks smoothly, and fast automatic guidance is also 

required. The robot operating system must be able to quickly 

plan the route, accurately control the speed and compensate for 

the positioning error [1][2]. 
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When the robot moves, it must first plan the route and set the 

positioning point in the field in advance, which should consider 

the size of the farmland and the configuration of the field border. 

Selecting too many path anchors increases farming time. 

Conversely, too few position points will cause the robot to travel 

erratically. Therefore, a few key positioning points are marked 

in the field in advance, and the positioning points are converted 

into two-dimensional plane coordinates through spatial 

coordinate transformation. Then, the spline interpolation 

method is used, which provides automatic guidance and 

positioning of the robot by planning a new path between the 

original positioning points through a software method. The 

above approach has been verified to improve the stability of 

robot motion [3][4][5]. In terms of speed control, the method of 

backstepping can be used to replace the traditional feedback 

linearization control [6][10]. In addition, the early sliding 

fuzzy control methods also have the ability to resist external and 

internal parameter disturbances [11][16]. This method replaces 

the general fuzzy controller as well as adaptive control [17]. At 

present, there are many integrated linear/non-linear control 

methods for autonomous control of agricultural robots 

[18][21]. 

This study proposes a cubic spline interpolation method to 

correct the original path, so that the robot can move smoothly 

and quickly correct the positioning error, thereby maintaining 

the ability of the agricultural robot to drive stably at high speed. 

In addition, the sliding mode control method is used to correct 

the tracking error, which can make the error converge within a 

period of time, and the ability to make the actual value catch up 

to the target value can increase the robustness of the overall 

system. In addition, backstepping control is used to assist the 

robot system in trajectory tracking, ensuring that the robot 

guidance process is not affected by external disturbances. 

The organization of this paper are as follows: The second 

chapter is the methodology, which introduces the dynamic 

model of robot, path planning method and controller design; the 

simulation results are presented in the third chapter, including 

the setting of motion parameters, scenarios simulation and its 

results; finally, the conclusion is presented. 

II.  METHODOLOGY  

The autonomous system of agricultural robot mainly 

includes drive system, steering device, positioning and control 

system. The terrain in the farmland is not all flat, so it is 

necessary to provide a specific position for the heading 

correction when the robot moves. To save power and labor time, 

it is not necessary to measure too many target points. It just 

needs to measure enough turning points. First, a smooth route is 

planned by cubic spline interpolation and the coefficients of the 
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route function are generated. Next, estimate the angle between 

the desired heading angle of the robot at the next target point and 

the heading angle of the current position point. Since there is an 

error between the actual robot position and the current position, 

the back-step sliding mode controller in the dynamic control 

system will be used to quickly converge the error to achieve the 

purpose of automatic navigation. 

A. Dynamic Model of Wheeled Robot 

Among them, the robot head towards the X-axis direction, 

the distance between the front wheel and the center of gravity 

(CG) of the robot is denoted as 𝑙𝑓, and the distance between the 

rear wheel and the center of gravity of the robot is defined as 𝑙𝑟 . 

Longitudinal force, lateral force, steering angle, and sideslip 

angle are denoted as Fx, Fy, δf, δr and α, respectively [22]. 

 

 
Fig. 1. Simplified dynamic model of robot.    

According to the robot dynamic model, when the vertical 

force and horizontal torque torque of the robot heading are 

obtained, the angular acceleration , the vertical velocity and the 

horizontal velocity of the heading can be obtained, which are 

respectively as (1)(3). When the robot corrects the heading 

angle, the change of angle difference is very small. Let 

cosδf  cosδr ≈ 1 ， sinδf  sinδr ≈ 0 , then (1)(3) are 

simplified to (4)(6). 

γ̇  ((lf  Fxfsinδf  lrFxrsinδr)  lfFyfcosδf   

lrFyrcosδr)/𝐼𝑧 
(1) 

v̇x(
Fxfcosδf  Fxrcosδr  Fyfsinδf  Fyrsinδr

m
) 

 γvy 

(2) 

v̇y (
Fyfsinδf  Fxrsinδr  Fyfcosδf  Fyrcosδr

m
) 

 γvx 

(3) 

γ̇ =
lfFyf  lrFyr

Iz
 (4) 

v̇x = 
Fxf  Fxr

m
  γvy 

(5) 

v̇y = 
Fyf  Fyr

m
  γvx 

(6) 

B. Path Planning 

1) Coordinate transformation 

After the dynamic model of the robot is established, the user 

can pre-select several locations on the actual field and use the 

real-time kinemetric positioning in Global Navigation Satellite 

System (GNSS-RTK) to obtain the latitude/longitude position 

data [23]. These World Geodetic Coordinate System (WGS-84) 

position data will be converted to Taiwan-Geodetic Datum-97 

(TWD97) data [24].  

2) Cubic spline interpolation 

Only the position data converted into the two-dimensional 

plane coordinate system of TWD97 can be used to generate a 

cubic curve, and a line segment of a cubic equation can be 

generated between every two target position points [5], as 

shown in Fig. 2. However, in the process of position estimation, 

we only get the relationship equation between the x coordinate 

and the time instant and the relationship equation between the y 

coordinate and the time instant. These two equations can obtain 

the position of the robot on the two-dimensional plane at each 

time instant. "Point i" can be the x or y component of the target 

point. "" is the movement time required for the robot to move 

from the target point i to the next target point (i+1). Assume ai 

to be the constant coefficient of the cubic equation i, and also 

the x-value or y-value of the starting point (target point) of each 

line segment. bi is the coefficient of the first-order term of the 

cubic equation i, which is also the x-direction velocity 

component or the y-direction velocity component of each time 

instant in the line segment. ci is the quadratic term coefficient 

of the cubic equation i, which can be obtained using (7). di is 

the coefficient of the cubic term of the cubic equation i, which 

can be calculated using the (8). Finally, for each line segment 

between target points, the cubic coefficients of x versus time 

and the cubic coefficients of y versus time can be obtained. 

Assuming that there are N target points in total, there will be 

N1 line segments, resulting in two sets of coefficient matrices 

of size 4(N1). 

ci  
1

Ti
[
3(p

i+1
p

i
)

Ti
  2vi  vi+1] (7) 

di  
1

Ti
2
[
2(p

i
p

i+1
)

Ti
 + vi + vi+1] (8) 

 

 
Fig. 2. The cubic equation of each line segment and its coefficients.   

C.  Speed Control 

After knowing the cubic equation and its coefficients of 

each line segment, the desired path can be planned. At the same 

time, after giving the time to reach the target point, the target 
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speed at each moment can be calculated, v is the speed vector, 

v = [v1 v2 … vN-2 vN-1]𝑇 = A⋅c , which represents the 

velocity combination of each line segment, where A represents 

the time matrix of each starting point reaching the target point, 

and c is the acceleration vector of each line segment, as in 

(9)(10). 

A= 

[
 
 
 
 
2(T0+T1) T0 0 … … 0

T2 2(T1T2) T1 … … ⋮
0 … … ⋱ … 0

⋮ … … … 2(TN-3TN-2) TN-3
0 … ⋯ 0 TN-1 2(TN-2TN-1)]

 
 
 
 

 
(9) 

c=

[
 
 
 
 
 
 
 
 
 

3

T0T1
[T0

2(x2x1)T1
2(x1x0)]T1v0

3

T1T2
[T1

2(x3x2)+T2
2(x2x1)]

⋮
3

TN-3TN-2
[TN-3

2(xN-1xN-2)TN-2
2(xN-2xN-3)]

3

TN-2TN-1
[TN-2

2(xNxN-1)TN-1
2(xN-1xN-2)TN-2vN]]

 
 
 
 
 
 
 
 
 

 (10) 

 

The above formula is executed by the backstepping-based 

sliding mode controller. 

D. Controler Design 

Since the speed and steering angle of the robot are the 

control parameters of the guidance system, they are related to 

the vertical acceleration, vertical force and lateral force of the 

robot. Write the target heading angle, the x-direction 

component of the target point, and the y-direction component 

of the target point as a matrix, 𝑞[ψ x y]T . Perform a 

differential operation on vector 𝑞, which is expressed as the 

target angular velocity 𝜓̇, the x-direction velocity of the target 

point 𝑥̇, and the y-direction velocity of the target point 𝑦̇ which 

can be written in matrix form, q̇[ψ̇ ẋ ẏ]T[γ νx νy]T . 

Differentiating vector 𝑞̇ and the elements in the vector 𝑞̈ are 

expressed as target angular acceleration 𝜓̈ , target point x 

direction acceleration 𝑥̈, target point y direction acceleration 𝑦̈, 

which can be written as a matrix q̈[ψ̈ ẍ ÿ]T[γ̇ v̇x v̇y]T, 

such as (11). Rewrite (11) into the state equation, such as (12).  

Equation (13) is the state variable matrix, and (14) is 

expressed as the robot parameters, including the distance from 

the front wheel to the center of gravity of the robot, lf , the 

distance from the rear wheel to the center of gravity of the robot, 

lr, the weight of robot 𝑚 and the inertia torque Iz of the robot, 

(15) represents the theoretical control vector of the robot. 

q̈  [γ̇ v̇x v̇y]T (11) 

q̈  A(q,q̇)+ BU (12) 

A(q,q̇)  [0 0 γvx]
T (13) 

B  

[
 
 
 
 0

lf

Iz

lr

Iz
1 0 0

0
1

m

1

m]
 
 
 
 

 (14) 

U =[Acc Fyf Fyr]T (15) 

Equations (16) to (17) represent the relationship between 

the horizontal force of the front and rear wheels and the sideslip 

angle. After obtaining the sideslip angle of the front and rear 

wheels, (18) to (19) can be used to obtain the steering angle of 

the front and rear wheels. The actual control parameter value 

can be obtained from the driving speed and the steering angle of 

the front and rear wheels. 

{
 
 

 
 Fyf   Cαfαf , if |Fyf| ≤ 

μNf

2

Fyf =  μNfsgn(αf) [1
μNf

4Cαf|αf|
] , else

 (16) 

{
 

 Fyr =  Cαrαr , if |Fyr|≤
μNf

2

Fyr =  μNfsgn(αr) [1
μNf

4Cαr|αr|
] , else

 (17) 

αf = 
ν+lfr

vx
 δf (18) 

αr = 
ν lrr

vx
 δr (19) 

1) Sliding mode with backstepping control 

From the above derivation process, the theoretical speed 

and steering angle of the front and rear wheels of the robot can 

be obtained via (15), (18), and (19). However, there is still an 

error between the theoretical angle and the actual angle value. 

Since the accumulated error will cause the wheeled robot's 

moving trajectory to deviate from the desired path, the control 

system must be able to correct the error in real time. Therefore, 

the guidance control system adds backstepping sliding mode 

control to minimize errors.  

Define the heading angle of the wheeled robot, the 
x-direction component of the position point, and the y-direction 
component of the point, which can be written as a matrix xr =
[ψr xr y

r]T. Sliding mode control is a knowledge of variable 
structure discipline, which mainly establishes a sliding mode 
surface function, which makes the system state approach a 
specific sliding mode surface and the control variables do not 
leave the sliding surface before approaching the target value.  

The sliding surface function is defined as:  iS   

= k1∇1+k2∇2+....+kn-1∇n-1+∇n= 0, where “∇” is a user-defined 
observation variable, for example: The symbol “∇1” is the error 
of the observation. The symbol “∇2” is the error of the 
observation rate. k is a constant coefficient whose highest order 
coefficient is 1. The backstepping method can provide a 
recursive way to stabilize the system at the origin for strictly 
feedback type systems. Therefore, the differential to account 

for the error is defined as  ∇1̇α, where α  C1∇1, and this term 
will maintain its stability in the subsequent derivation process. 
The error ∇1 can be obtained by (20), then (21) and (22).  

∇1 [

∇11

∇12

∇13

]  qxr 
(20) 

∇2  [

∇21

∇22

∇23

]  ∇1
̇ α, α C1∇1 (21) 

∇2̇ ∇1
̈  α̇ = q̈  xr ̈  α̇ (22) 
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                       = A(q, q̇)  BU  ρ  xr̈   C1∇1 

In order to make the error converge quickly, the Lyapunov 

function is defined, such as (23). Equation (24) is obtained after 

differentiating (23), and then the sliding mode plane is defined, 

as shown in (25). In order to make the guidance control system 

applicable to a wider controllable range, the backstepping 

control law is added. Therefore, the Lyapunov function of the 

second layer is defined, as in (26). Differentiating (26) yields 

(27). The control variables of the controller is selected, such as 

(28), and the sliding mode control must be satisfied when (28) 

is brought into (27), such as (29)(34). 

V1
1

2
∇1

2
1

2
∇1

T∇1 (23) 

V1̇ (
1

2
∇1

2)' ∇1∇1̇  ∇1
T∇2  C1∇1

T∇1 (24) 

S = k∇1  ∇2 (25) 

V2  V1  
1

2
S2  V1  

1

2
STS (26) 

V2 ̇ =(V1  
1

2
S2)' V1̇  + SṠ 

 (∇1
T∇2C1∇1

T∇1)  S
T(k∇1̇∇2̇) 

 (∇1
T∇2C1∙∇1

T∇1)  S
T(k(∇2C1∇1) 

 A(q, q̇)  BU  ρ  xr̈   C1∙∇1̇) 

(27) 

U = B[k(∇2C1∇1)A  ρ̅sign(S)  α ̇ + xr ̈  hS]  (28) 

V2̇  ∇1
T∇2  C1∇1

T∇1  hS
TS  [STρ  |ST|ρ̅] 

≤∇1
T∇2  C1∇1

T∇1  hS
TS  |ST|(|ρ|  ρ̅) 

≤∇1
T∇2  C1∇1

T∇1 hS
TS 

(29) 

z[∇11, ∇12, ∇13, ∇21, ∇22, ∇23]
T (30) 

Q 

[
 
 
 
 
 
 C1  hk

2
0 0 2hk 0 0

0 C1  hk
2

0 0 2hk 0

0 0 C1  hk
2

0 0 2hk

1 0 0 h 0 0

0 1 0 0 h 0

0 0 1 0 0 h ]
 
 
 
 
 
 

 
(31) 

zTQz  ∇1
T∇2C1∇1

T∇1hS
TS (32) 

𝑉2̇ ≤  z TQz (33) 

|Q|  (h2
k

2  2hk  C1h) 

        (C1
2h

2  2C1h
3
k

2 4C1kh
2  

h
4
k

4  4h3
k

3  4h2
k

2) 

(34) 

When the parameters C1, h, k are selected to be greater than 

zero, it can be known through (31) that the determinant Q value 

must be positive, then Q is a positive definite matrix. In (32), 

the matrix zTQz  is positive, and  V2̇   is guaranteed to be 

negative definite through (33).  Then, take the parameter  C1 

into (24) to obtain V1̇<0. In (23) and (27), the squared error is 

positive definite since the sign of the highest order term is 

positive, i.e. V1 > 0 and V2 > 0 . Therefore, V2  is positive 

definite, the error will gradually converge to zero, which proves 

the stability of the control system.  

III. SIMULATION AND EXPERIMENT RESULTS 

A. Parameter Setup 

Before the simulation, some basic parameters of the robot 

and the conditions of the field must be set, including the basic 

size, weight, steering rigidity and friction force (see Table I). 

TABLE I 
PARAMETERS SETUP 

Symbol Value  Symbol Value 

m 440 Kg 
 Cαf 

765.79 

(N/rad) 

𝑙 2.4 m 
 

Cαr 
765.79 
(N/rad) 

w 1.06  m  𝜇 0.45 

lf 0.8 m  C1 2 

lr 0.8 m  h 3 

Iz 121 Kg ∙ m2  k 1 

 
In order to make the control system stable, the parameters C1, h, 

k are set to 2, 3, and 1, respectively. 

Then measure the size of the field, and use the GNSS-RTK 

receiver to locate the start point (  1 7p , p ) and end point (  3 9p , p ) 

of each row of fields wf, field width wf, ditch width wp, distance 

from the center of the field to the center of the wheel ww , 

farmland boundary wb  and minimum turning radius rm, etc., as 

shown in Fig. 3. The parameter values are shown in Table 3. 

Then a fast path planning method can be carried out. Calculate 

the minimum turning radius by calculating the steering angle of 

the front and rear wheels of the robot to obtain rm , and 

indirectly calculate the three points (   4 5 6p , p , p ) outside the 

field border. Finally, a cubic spline interpolation method is used 

to plan the desired path and observe whether the movement 

trajectories of the left and right wheels are within the expected 

movement range. 

 
Fig. 3. Path planning between two fields. 

TABLE II  

SIZE OF FIELD SETTING 

Symbol Value 

wf 0.8 m 
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wp 2.797 m 

ww 0.13 m 

wb 5 m 

rm 2.5 m 

 

B. Simulation Process 

The simulation process is shown in Fig. 4. First, measure 

the longitude and latitude of the anchor point of the field, and 

then perform coordinate transformation. These anchor point 

locations based on a 2D planar coordinate system can be used to 

generate cubic splines (point-to-point trajectories) and combine 

them into a path. Next, the dynamic model of the robot is 

established and the backstepping sliding mode controller is 

assisted to estimate the control amount and reduce the motion 

error of the robot. Finally, verify the control performance on the 

created farm map. 

 
Fig. 4. Simulation process for robot navigation. 

C. Simulation Results and Discussion 

First define the start point 1p  and end point 3p  of the first 

row of fields, and the start point 7p  and end point 9p  of the 

second row of fields, and set the remaining target points 

according to Table III.  

TABLE III 

TARGET POINT SETTING FOR TURNING PATH 

Description Measurement 

c 3 7p p p  θ=cos(
(wf + wp)/2

rm
) 

The x-component of the center of the 

minimum turning radius 
p
cx
 p

3x
rmcosθ 

The y-component of the center of the 

minimum turning radius 
p
cy
 p

3y
rmsinθ 

3 c 4p p p  θ2 
θ90

°

2
90

°
 

6 c 7p p p  θ3 90
°


θ90
°

2
 

xcomponent of interpolation point 4p  p
4x
 p

cx
rmcosθ2 

ycomponent of interpolation point 4p  p
4y
 p

cy
rm𝑠𝑖𝑛θ2 

xcomponent of interpolation point 5p  p
5x
p

cx
 

ycomponent of interpolation point 5p  p
5y
 p

cy
rm 

xcomponent of interpolation point 6p  p
6x
 p

cx
rmcosθ3 

ycomponent of interpolation point 6p  p
6y
 p

cy
rmsinθ3 

 

Then use cubic splines to plan the desired route, which 

enables the robot to move the shortest route without destroying 

the furrow border. The coefficients of the cubic equation for 

each line segment are shown in Table IV and Table V. The 

numbers “1”, “2”, “3”, ..., “8” represent the segment numbers 

on the path. 

TABLE IV 

COEFFICIENT COMBINATION FOR CUBIC SPLINE INTERPOLATION (𝑥𝑖) 

 1 2 3 4 5 6 7 8 

ai       

bi        

ci        

di        

TABLE V 

COEFFICIENT COMBINATION FOR CUBIC SPLINE INTERPOLATION (𝑦𝑖) 

 1 2 3 4 5 6 7 8 

ai       

bi      

ci     

di        

 

The black line in Fig. 5 represents the desired path. Since 

the actual movement of the robot will deviate from the original 

path due to the influence of the frictional force of the wheels, 

after using the backstepping sliding mode control, the corrected 

trajectory of the robot can be obtained, as shown in the blue 

dotted line in Fig. 5. The gray solid line depicts the movement 

trajectory of the left and right wheels. It can be seen that the 

trajectory does not exceed the set range, and the furrow border 

can be kept from being damaged by the wheels. Figure 6 shows 

the target heading angle and the actual heading angle of the 

robot. 

 
Fig. 5. The moving trajectory of the robot with back-stepping sliding mode 

control. The gray block represents the contour area of field. 

On the contrary, when the robot system does not assist the 

back-stepping sliding mode control, there is an error between 

the actual movement trajectory of the robot and the pre-planned 
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path, which causes the robot to move beyond the expected 

range and causes the wheels to damage the edge of the field. 

 

 
Fig. 6. The comparison result between the target heading angle and the actual 

heading angle of the robot. 

 
Fig. 7. The movement trajectory of the robot without backstepping sliding 
mode control. 

 

It can be observed from Fig. 8 that the robot walks in the 

first row of fields ( 1 3p ~ p  in Fig. 3) from 0 to 80 seconds. At 

this time, the trajectories are kept outside the border of the field 

(|wdl |> wf and |wdr|> wf). When the robot moves, its wheels 

will not damage the field. During 80240 seconds, the robot 

U-turns from the first row of fields to the second row of fields 

( 3 7p ~ p  in Fig. 3). From the results in Fig. 5, it can be 

observed that both |𝑤𝑑𝑙| and |wdr| are greater than wd. Between 

240 and 320 seconds, the robot moves to the second row of 

fields ( 7 9p ~ p  in Fig. 3). At this time, it can also be seen that 

|wdl| and |wdr| are both greater than fw .  

In (28), k is a constant coefficient and the highest order 

coefficient of the controller is 1. Since 1C  is a weight 

coefficient, it determines the master-slave control relationship 

between the results of "speed and angular velocity error" and 

"position and heading angle error". Figures 9(a) and 9(b) show  

 

 
Fig. 8. The relationship between the movement trajectory of the robot and the 

range of the driving lane. 

the tracking results of the desired target points where 1C  is 2 

and 10, respectively. The figure shows that a higher value of 

1C  means that the control system is dominated by position 

control, so the robot will be closer to the target position, 

however, the chattering phenomenon of the controller also 

increases. Therefore, the selection principle of the coefficient is 

obtained according to the experience after the actual test.   

 
       (a)                                                (b) 

Fig. 9. C1 coefficient versus robot tracking results. (a) C1 = 2, (b) C1 = 10.  

Since the lyapunov function can guarantee that when the 

time is infinite, S is 0. In practice, the system must reach a 

stable point in a finite time. Assuming 
1/2V Vh , if h is large, 

the controller will reach a stable point faster. Figure 10 shows 

the movement trajectories generated by different h  values. It 

can be seen from this figure that when the coefficient h  is large 

(Fig. 10(b)), the trajectory is more similar to a smooth surface, 

so the control system can quickly correct to the desired 

position.  
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(a)                                                             (b) 

Fig. 10. h coefficient versus robot tracking results. (a) h = 1, (b) h = 7. 

D. Experiment Results 

The experimental site is located in front of the Agricultural 

Machinery Center of National Pingtung University of Science 

and Technology (Longitude: 120 60611. ; Latitude: 

22.646490 ). The climate is cloudy. The RTK-GNSS receiver 

is used to set four positions, such as the solid dots in Fig. 11, 

which are regarded as the endpoints of the two furrows. The 

four positions were expanded into nine positions according to 

Table 3. Eight-segment paths are obtained after cubic spline 

interpolation. The coefficient 1C  and the value of h  will affect 

the stability of the robot's navigation process. As a rule of 

thumb, the coefficients 1C  and h  are usually set to 2 and 

between 2 and 4, respectively. The position of the robot is 

provided by a Global Navigation Satellite System (GNSS-RTK) 

receiver. When the receiver obtains a fixed solution, its 

positioning error is very small. The results show that the control 

system can correct the position error under the path planned by 

cubic spline interpolation. The robot can move according to the 

planned path, but the correction process will be affected by the 

time delay and the chattering of the controller, resulting in the 

movement trajectory is not very smooth.  

 
Fig. 11. Desired path versus  moving trajectory of robot 

IV. CONCLUSIONS 

In this study, the cubic spline method has been successfully 

implemented on an autonomous robot for path planning. The 

user can select an appropriate number of interpolation points 

according to the size of the field to reduce the turning radius of 

the robot when changing borders. With the addition of 

back-step sliding mode control to the robot guidance system, it 

has the ability to correct the positioning error on the planned 

path. As long as the user obtains a small amount of positioning 

data in the farm, the positioning system can plan a suitable 

positioning point, so that the robot can move smoothly towards 

the positioning point and reduce the risk of unintentionally 

colliding with crops.  
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Appendix 

lf Distance from center of gravity to front wheel 

lr Distance from center of gravity to rear wheel 

vx Longitudinal speed 

vy Lateral speed 

γ Yaw rate 

Fxf Longitudinal force of front wheel 

Fxr Longitudinal force of rear wheel 

Fyf Lateral force of front wheel 

Fyr Lateral force of rear wheel 

vf speed of front wheel 

vr speed of rear wheel 

δf Steering angle of front wheels 

δr Steering angle of rear wheels 

αf Side slip angle of the front wheel 

αr Side slip angle of the rear wheel 

Iz Moment of inertia 

m Robot quality 

Acc Robot acceleration 

β Robot side slip angle 
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