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 Abstract— Sequence-based visual place recognition algorithms 
have been proven to be able to handle environmental changes 
caused by illumination, weather, and time of the day with 
handcrafted descriptors. However, an exhaustive search for all 
images in a query sequence is computationally expensive. In this 
paper, we propose a technique that can significantly reduce the 
size of searching space for sequence matches while remaining 
state-of-the-art accuracy. Firstly, we managed to achieve a better 
selection of reference candidates of images in query sequence by 
segmenting the database according to similarity. Then, a much 
more informative and compact query sequence is designed by 
removing all the unnecessary images in the original query 
sequence. State-of-the-art performance is reported on a public 
dataset with challenging environmental changes. Our algorithm 
shows comparable accuracy with other current best results and 
exceeds all the other methods in the dataset with illumination 
variation. In addition, the decrease in execution time and higher 
success rate for selecting candidates of query images for sequence 
match is also provided. 

 Index Terms— Challenging environmental changes, informative 
and compact query, place recognition 

I. INTRODUCTION 

isual place recognition (VPR) as a sub-domain of 
simultaneous localization and mapping (SLAM) has been 

widely discussed in recent years because of its contribution to 
the loop closure step in SLAM system. Recognizing a previously 
visited place correctly is indispensable for subsequent 
optimization. In general, VPR can be considered as an image 
retrieval problem of finding the most similar matches of the 
query single-frame or sequence of frames in the reference 
database built by the previous traverse. However, viewpoint 
variation, varied illumination, and weather conditions could lead 
to the different appearances of the same place which increase the 
difficulty of the recognition task significantly. Currently, CNN-
based VPR techniques such as [1] [2] [3] have succeeded on the 
most challenging VPR datasets, as evaluated in [4] and [5]. 
However, to train a CNN for VPR tasks, large-scale datasets 
from different environments under various angles, seasons and 
illumination conditions are needed. Moreover, the CNN’s 
encoding time and runtime memory are much higher than those 
required for the handcrafted descriptors. Although the CNN-
based VPR techniques have outperformed handcrafted 
descriptor-based techniques currently, their intense 
computational requirement is still a serious problem. 

Instead of using CNN-based VPR algorithms, a sequence-
based method has also demonstrated impressive performance in 
recognizing places that underwent severe appearance changes 
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with handcrafted descriptors. In SeqSLAM [6], much better 
performance has been shown compared to previous single-frame 
SLAM algorithms like FAB-MAP 2.0 [7]. However, exhaustive 
sequence search is computationally costly in a large database. 
The sequence match procedure basically contained two steps. 
The first step is evaluating all the reference images in database 
to generate a distance vector for every query frame in sequence 
and combining all the distance vectors to get a holistic distance 
matrix. And the second step is finding the best matching 
sequence in that distance matrix. To reduce the computational 
time in first step, retrieval techniques based on data structures 
like trees [8][9], graphs [10][11][12] and hashing [13][14][15] 
has been used in previous research. As for the second step, we 
can either select a limited number of reference candidates for 
each query frame in sequence or set dynamic length of the 
sequence to reduce the size of the distance matrix. Our method 
integrates techniques of both steps together and use the 
information generated from first step to achieve a better 
performance in second step with no extra computation. 

In this paper, we propose a novel VPR solution by utilizing the 
similarity of images to segment database and simplify query 
sequence. Firstly, a hierarchical retrieval in segmented database 
for each frame in query sequence is implemented to reduce 
single-frame searching time. As for sequence match, candidates 
of each query image will be selected to avoid exhaustive search 
in whole database. The segmentation of database also helps to 
exclude clustering incorrect reference images in candidates’ 
selection. Unnecessary interval images which can provide little 
supplementary information in a sequence are also ignored to 
achieve a more compact query list. After all the manipulation, 
the searching space for sequence match can be reduced 
significantly to achieve computational efficiency. Additionally, 
most of previous sequence-based algorithms assume a constant 
velocity between consecutive samples of reference and query 
data, which makes them unreliable in practice when velocity 
changed, or robot kidnapping occurred. In our algorithm, such 
assumption is not needed. Instead, we use the similarity between 
images to ensure the same distance of adjacent query frames in 
sequence and their corresponding reference images. In other 
words, the constraint we use to find sequence in database is from 
similarity calculation instead of invariant velocity assumption.  

In general, the main contributions in this paper are listed below: 

 Use similarity between images to segment database to achieve 
a hierarchical searching method. 
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Fig. 1. The general procedure of our sequence based VPR technique 

 Better performance of candidate’s selection for query frames 
in sequence with the help of database segmentation. 

 Significantly simplify sequence match by removing all the 
unnecessary interval images in query sequence to achieve a 
much more compact query list. 

 Utilize the same similarity threshold for both database and 
query images to avoid using searching method based on 
invariant velocity assumption. 

 The rest of the paper is organized as follows. In Section II, we 
summarize relevant prior research in VPR. Section III describes 
our algorithm, both the single-frame retrieval and sequence 
match method will be illustrated. Our experimental design and 
results are presented in Section IV, focusing on the accuracy of 
our algorithm and the reduction of execution time. 

II.  RELATED WORK 

After SeqSLAM [6] was proposed, many following research 
have been done to solve the high computational cost problem. 
For example, Fast-SeqSLAM [16] used an approximate nearest 
neighbor algorithm [17] to search for u nearest neighbor images 
for a current view where u is constant and much smaller than the 
number of images in the database. Then, a sparse matrix is 
created for subsequent sequence match. For each frame in the 
query list, only a few candidates remain in this matrix. As in 
DOSeqslam [18], the incoming image stream is segmented to 
using loop closure detection techniques to decrease the 
searching domain in the database. In their method, whether two 
images share a common local descriptor is used to evaluate 
similarity between images, which leads to a dynamic sequence 
length. While in ConvSequential-SLAM [19], the author 
proposed a concept of information gain to evaluate whether the 
sequence length is enough for matching. They utilized 
Histogramof-Oriented-Gradients (HOG) descriptors and 
entropy map representing the salient regions in each query 
image to compute the information gain. New frames will be 
added to the sequence successively until the sequence reaches 
required information gain. This also helped them to achieve a 
dynamic sequence length. In SeqNet [20], short sequential 
descriptors are learned to generate high-performance initial 
match candidates. The descriptor is not related to a single frame 
but a sequence of frames which also helps to reduce the length 

of the query sequence and improve the matching accuracy. In 
DeepSeqSLAM [21], a trainable CNN and RNN architecture is 
proposed to apply sequence matching on deep learning models 
to solve VPR problems. Even though its accuracy outperforms 
all the other algorithms, it requires too many computational 
resources in practice.   

Even though all these algorithms managed to be more 
computationally efficient compared to SeqSLAM by reducing 
the size of searching space, they are still based on the invariant 
velocity assumption. Moreover, similar adjacent images in 
query sequence which can provide little supplementary 
information for retrieval were being exhaustively matched in 
their methods. Although dynamic sequence length has been used 
in previous research because the performance of sequence match 
is strongly related to sequence length, the fact that similar query 
images in a sequence are abundant has not been realized yet. 

III. METHODOLOGY 

This section presents the methodology proposed in our work, 
including modified information gain computation method, 
segmentation of database, hierarchical retrieval strategy based 
on segmentation, simplification of query sequence and how to 
implement sequence match with previously generated features. 
The general procedure is shown in Fig. 1. For the offline 
processes, the descriptors of reference images in database will 
firstly be calculated. Secondly, the database will be segmented 
by putting similar adjacent images in one subset. Each subset 
represents the trajectory of the traverse. Then the most 
informative image in each trajectory subset which can represent 
all images in this set will be gathered into the represent subset 
whose size is much smaller than the database. For the online 
processes, the descriptors of query images will first be extracted 
as well. After that, the query sequence for the current frame is 
created by adding images before it with enough different 
features iteratively to obtain a list of size M. Only the green 
images in the graph will be added to the sequence, the black 
images are ignored because they are like the current frame which 
can provide little additional information for the holistic sequence. 
Then, each query image will search their best match in represent 
subset to find best N images. Further search in N trajectory 
subsets that are represented by these best N images will be 
carried out. Each trajectory subset will generate a local best 
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match. These local best matches are gathered as candidates for 
query images. A distance matrix D of size M×N that contains the 
similarity score between reference and query images is created 
subsequently. After sequence match in space D, we can obtain 
the final matching sequence. Detailed information is provided 
by the following subsections. 

A. Similarity and Information Gain 

To obtain the similarity between images, we applied a 
computational-efficient and training-free approach called 
CoHoG [22]. Firstly, query images are converted to grayscale 
and resized to W1×H1. Then, the entropy map of size W1×H1 
of these images are used to extract regions-of-interest (ROI). A 
region in an image is defined as a W2×H2 image patch. Thus, 
these W1×H1 images with regions/patches of size W2×H2 each 
contains RN regions, where RN=(H1/H2)×(W1/W2). The 
goodness matrix R based on the entropy map as shown below is 
then generated. Element rij in R equals to 1 when entropy score 
eij is greater than or equal to the goodness threshold GT, which 
means this region will be selected for matching. Only G regions 
which is informative enough for matching will be remained 
after this step. 

 

 𝑹 = ൦

𝑟ଵଵ 𝑟ଵଶ ⋯ 𝑟ଵ௝

𝑟ଶଵ 𝑟ଶଶ ⋯ 𝑟ଶ௝

⋮ ⋮ ⋱ ⋮
𝑟௜ଵ 𝑟௜ଶ ⋯ 𝑟௜௝

൪ (1) 

𝐼𝑓 𝑒௜௝ ≥ 𝐺𝑇, 𝑒௜௝ = 1; 𝑒𝑙𝑠𝑒 𝑟௜௝ = 0. 

 

A corresponding HOG-descriptor of depth 4×L will be 
calculated for each ROI next. The query image HOG-descriptor 
is now a two-dimensional matrix with dimensions [G, 4×L]. 
After that, standard matrix multiplication between query and 
reference descriptor matrix and max pooling for the generated 
matrix will be implemented. In the end, we can get a similarity 
score in the range of 0 to 1. 

Then, the similarity of images can be used to generate the 
information gain. The feature information gain is defined in [19] 
to determine if the information contained by a sequence is 
enough after adding a new frame to the sequence. By comparing 
the similarity score between first and subsequent images with 
the threshold to determine if newly added frame have provided 
sufficient information gain. However, in this research, the 
threshold to determine whether two images are similar enough 
is the same for all the images. In other words, when the 
similarity score between first image and newly added image is 
smaller than a same constant number, they assumed enough 
information gain have been achieved. In fact, when a same 
group of images is comparing to two different images, their 
averages of similarity score will be different, which means a 
constant threshold can’t guarantee the same information gain 
for all images. So, they also had to set a limit for the number of 
added comparing images before obtaining enough information 
gain when the threshold is not appropriate. To solve this 
problem, we initialize a subset with two adjacent images ref1 
and ref2 to get a suitable threshold for each subset. The 
similarity score of these two images will be stored as Sinit which 
is generally the highest score because of the sequential nature 
of database. Then, similarity score between ref1 and following 

images ref3, ref4, … will be compared to Sinit minus a Difference 
Threshold DT to determine the information gain. In addition, 
we also discovered a trend that as the image comparison 
continued the similarity score between initial image and current 
comparing image will descend obviously, but when the score 
suddenly rises comparing to last score, this implies that the 
current image has contained enough new descriptors which can 
randomly generate higher scores. In this case, we also consider 
enough information gain has been achieved. So, two new 
constraints which is now our new information threshold to 
evaluate information gain are shown below. If any of them has 
been satisfied, the sequence reaches sufficient information gain. 

 

 ൜
𝑆 < 𝑆௜௡௜௧ − 𝐷𝑇

𝑆 > 𝑆௟௔௦௧
 (2) 

 

B. Segmentation of Reference Database 

Similarity score between one query image and two similar 
(usually adjacent in database) reference images tend to be close. 
Therefore, if a set of images is similar enough, we can choose 
one image to represent the whole set. In this way, we can 
simplify the entire database into a set of represent images to 
achieve hierarchical retrieval like [13]. However, in our method 
the clustering procedure is not conducted through the database 
for all images. Instead, temporal consistency inside each subset 
is required. We divide the database subsequently from the first 
reference frame using information gain to generate sequence 
subsets. The selection of represent image for each subset is 
determined by the number of regions in each image from ROI 
extraction, which is mentioned in Section III-A. The image with 
most regions is the most informative and can better describe its 
whole set. Then, all these represent images in each subset are 
combined to form a represent set. The represent set’s size is 
much smaller than the original database. Each element in this 
set leads to a subset with similar frames. A two-dimensional set 
that stores every frame’s descriptor is also created accordingly. 
The algorithm of whole segmentation process can be found in 
Algorithm 1. The reason why segmenting database 
subsequently in temporal order instead of clustering most 
similar images through the whole database is because two 
adjacent reference images tend to have similar scores even if 
they are both wrong. Instead of blindly relying on scores, which 
can lead to all candidates falling into an incorrect location with 
many high score frames, our segmentation strategy provides 
more options of different locations in candidates selection. 

C. Hierarchical Retrieval 

The process of the single-frame retrieval is illustrated in this 
section. Firstly, the similarity score between the query image 
and all the images in the represent set will be calculated. The 
HoG descriptor computation and ROI extraction will be 
implemented for query image, and descriptors for reference 
image has been stored previously. Then, only frames with top-
N scores will be remained. After that, all similarity scores 
between query image and images in N subsets which are 
represented by the N represent images will be computed. Every 
subset will generate a local best matching image. The image 
with the highest score in N images is the final best match in 
single frame retrieval scenario. As for sequence match, all the 
best N images and their indexes in database will be stored for 
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following steps. 

D. Sequence Query List Generation 

Sequence-based VPR algorithm is more robust compared to 
single-frame method because supplementary information is 
provided by frames before current frame. Generally, the longer 
sequence contains more information and results in better 
performance. However, information gain is the actual feature 
that strongly influences the performance, instead of sequence 
length. More exactly, the enhancing effect of a newly added 
frame in sequence is determined by its dissimilarity with the 
current frame. In other words, including two similar images in 
a sequence can’t improve the retrieval performance compared 
to include only one of them. The procedure to create our 
sequence query list is like ConvSequential-SLAM [19], keep 
comparing new frames before current frame until the sequence 
information gain reaches the threshold. But only the frame at 
where the threshold is just reached will be added to the 
sequence list, and all the interval images between this image 
and current image will be ignored. After a new frame is added 
to the sequence list, the newly added frame will now be 
regarded as current frame to find the next frame being added to 
the list. In our method, new images will be added to the 
sequence list iteratively M-1 times to create a sequence list of 
size M. 

E. Sequence Match 

After all the manipulations mentioned above, we obtain a 
distance matrix D of size M×N, where M is the length of the 
query list and N is the number of candidate reference images for 
each element in that list. The matrix D as shown below contains 
M×N similarity scores between query and reference images. 
Since the sequence retrieval is limited in this constant size 
matrix, we can achieve a O(1) complexity in this sequence 
matching procedure. In addition, the indices of reference frames 
in the database are also stored for a later filtering process. 
Where, dij is the similarity score between i-th query image in 
sequence and j-th candidate reference image. 

 

 𝑫 = ൦

dଵଵ dଵଶ ⋯ dଵ୬

dଶଵ dଶଶ ⋯ dଶ୬

⋮ ⋮ ⋱ ⋮
d୫ଵ d୫ଶ ⋯ d୫୬

൪ (3) 

 

Most of previous sequence based VPR algorithms evaluate 
sequence score based on trajectory velocity, which is varied 
between Vmin and Vmax in steps of Vstep. The sequences of 
different velocities in the map will be evaluated to find the best 
match. This sequence matching strategy assumed that the 
velocity during query and reference sequence is constant, which 
makes it unreliable. The constant velocity brings fixed frame 
indices interval between consecutive images in sequences 
which is an extremely useful constraint to find sequences of 
images in searching space. While in our method indices interval 
between images is based on information gain, and the same 
distance between consecutive images is not needed. So, such 
assumption is avoided in our method. Instead, we use three 
constraints as shown below to generate a trajectory in the 
searching space for evaluation. Where Rk is the index of 

corresponding reference image in database for kth query image 
in sequence list. The first inequality requires query and 
reference images must follow the same temporal order. Because 
the frame indices interval between adjacent images in the query 
list and their matching reference images should be closed.  

Algorithm 1. Segmentation of database 

Require: 
    The reference database, DB 
    nth images in DB, refn 
Ensure: A two-dimensional set containing all the 
segmented 
    subsets, subset 
    m = 0 
    n = 0 
while n < length(DB) do 
    flag = 0 
    last_score = 1 
    subset[m][0] = refn 
    subset[m][1] = refn+1 
    init_score = similarity_compute_func(refn, refn+1) 
    k = 2 
    while flag = 0 do 
        curr_score = similarity_compute_func(refn, refn+k) 
        if curr_score < init_score - DT or curr_score > 
last_score then 
            flag = 1 
            n = n + k 
            m = m + 1 
        else 
            subset[m][k] = refn+k 
            k = k + 1 
            last_score = curr_score 
        end if 
    end while 
end while 
return subset 

 

We define the distance between one image in sequence list 
and the image that is added after it into query sequence is one 
IT, because new image is added when sequence reaches the 
information threshold exactly once. Applying the same 
information threshold as creating query sequence list to all 
reference images in database twice, we can get the image that 
is two IT before every reference image. These images are 
gathered into the RL set. And RLk is the index of corresponding 
image in RL for kth query image in sequence. Since the distance 
between two adjacent query images in sequence is one IT, their 
corresponding reference images should remain an approximate 
same distance as well. Therefore, the distance between two 
reference images must not exceed two IT, and this requires Rk 
to be larger than RLk+1. score1, score2, …, scorem represent the 
similarity score between each query frame and their candidates. 
After the two filtering steps mentioned above, the combination 
of query images with highest summed score will finally be 
selected as the best match sequence. 
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Fig. 2. Accuracy Comparison with other VPR algorithms 

 

 ቐ
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௦௖௢௥௘
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௞ୀଵ

೘

 (4) 

IV. EXPERIMENTAL RESULT 

A. Datasets 

To evaluate our proposed technique, the following public 
VPR datasets are used: Gardens Point dataset [23] containing 
images with viewpoint variation. This dataset consists of a total 
of 600 images, divided into 200 reference images (day images) 
and 400 query images, equally divided into day and night 
images. In this paper, we used day left as reference images, 
while day right and night right are used as query images. This 
dataset contains changes in images between day and night. The 
Nordland dataset [24] contains drastic appearance changes in 
different seasons. We have used the first 200 query images 
taken from the summer dataset and the first 200 reference 
images taken from the winter dataset. This dataset contains 
variations of images between different seasons.  Campus Loop 
dataset [25] contains viewpoint variation, seasonal variation, 
and the presence of statically occluded frames. This dataset 
contains 100 queries and 100 reference images. All the datasets 
are applied to our method and other different methods in the 
same way. We have used the maximum size of these datasets, 
except for Nordland datasets which have too many images. 
Therefore, we choose 400 images from it of different seasons 
the same way as ConvSequential-SLAM. Although the number 
of images is limited, these images have contained sufficient 
changes in viewpoint, seasons, and day-night. So, they have 
been widely used in the VPR area by previous researchers. 

B. Parameters 

The parameters for descriptors extraction we used in this 
work are, W1 = H1 = 512, W2 = H2 = 16, L = 8 bins, GT = 0.5. 
As for the sequence match parameters, we set DT = 0.03, M = 

5 and M = 6, N = 20. These values can provide a good 
performance in all the datasets we tested. Especially, the values 
of M and N could be set much smaller to obtain a faster online 
matching in a less challenging environment that didn’t involve 
day-night or seasonal variation. For example, in the Gardens 
Point dataset (day-to-day), we set M = 3 and N = 5 and still 
achieve almost same accuracy as current M and N values. The 
influence of M and N on searching results will be well 
illustrated in Section IV-E and Section IV-F. 

C. Database Segmentation 

Firstly, we will calculate the similarity between images and 
decide if a sequence of adjacent images is similar enough to put 
in the same group. The mechanism explained in Section III.A 
and Section III.B is implemented to split the dataset into such 
groups. Then, for each group, we select one image with the most 
regions in ROI extraction to represent the whole group. Then, 
the size of searching space can be significantly reduced because 
the retrieval only needs to be done in the selected images of 
each group instead of the whole reference dataset. 

D. Sequence Images Retrieval 

After the reference dataset has been segmented, the query 
sequence can be generated and searched.  Some generated 
query sequences and their matching results are shown in Fig. 
3. These figures demonstrate that our sequence contains strong 
changes between adjacent images. Although the sequence is of 
length 6 in the figure, there are generally over 20 images 
between the first and last images in the database. Therefore, 
our method has managed to get a more informative sequence 
with a limited sequence length. 

E. Accuracy Comparison 

In our experiment, we use Intersection over Union (IoU) of 
two sequences to determine if two sequences are close enough 
to represent the same location. When IoU equals 0, this means 
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the trajectories of two sequences are totally irrelevant. And 
when IoU is larger than 0.5, this indicates the majority of two 
trajectories are overlapping at a common place. In this case, we 
consider two trajectories to be close enough and designate two 
sequences as a correct match. The IoU will be calculated 
according to frame indices in practical. 

   

   Fig. 3. Some correctly matched sequences of reference 
and query images 

Then the accuracy of our algorithm has been compared with 
other previous research, such as ConvSequential-SLAM [19], 
NetVLAD [1], CoHOG [26], HOG [26], CALC [25], 
HybridNet [27], AMOSNet [27], SeqSLAM [6] and Region-
VLAD [28] on the datasets mentioned in Section IV-A. The 
result is shown in Fig. 2. The parameter M in the graph is the 
sequence length. Our method has achieved comparable 
performance with other state-of-the-art algorithms like 
NetVLAD and ConvSequential-SLAM. Compared to our 
baseline method CoHoG, the performance has been improved 
significantly with supplementary sequential information. And 
our method outperformed all the other illustrated algorithms in 
the Gardens Point Dataset (day-to-night) which involves 
illumination variation. In addition, the results of our method 
with two different sequence lengths are illustrated to show the 
significant improvement in illumination and season variant 
dataset like Gardens Point dataset (day-to-night) and Nordland 
dataset caused by adding just one new frame in query sequence. 

The performance of the proposed method is slightly inferior 
to ConvSequential-SLAM except on the point of the garden 
(day-to-night) dataset. This could be caused by the hierarchical 
search in our single-frame retrieval step. We only compared a 
small part of the database with each query image while 
ConvSequential-SLAM used the whole database. Hence, it is 
possible that the correct reference frame may not be found when 
it is not even compared with the query image. But the searching 
time for each frame can be reduced significantly. In addition, 
ConvSequential-SLAM used much longer and continuous 
query sequences, this is more time consuming, but it also 
contributes to a higher accuracy. In general, our method focuses 
more on computational efficiency so some compromise on 
accuracy is made. 

F. Recall@k Evaluation 

We have proposed a hierarchical single frame searching 

algorithm to achieve a faster retrieval speed compared to the 
baseline method CoHoG. The reduction of execution time will 
be illustrated in Section IV-F. Before that, it is necessary to 
prove that our method can remain the same accuracy 
performance. We will use recall@k as our performance metric 
to evaluate two methods in the illumination-variant Gardens 
Point dataset(day-to-night). Recall@k is defined as the ratio of 
correctly retrieved queries within the top k predictions to the 
total number of queries. Specifically, Recall@1 can represent 
the accuracy of single-frame retrieval. However, the 
performance when k increases is more important in our 
experiment because it is related to the selection of candidates 
for frames in query sequence. As shown in Table 1, two 
methods can achieve almost identically performance in single 
frame retrieval, and our method gradually exceeds CoHoG 
when k increases. This is because the segmentation of database 
helps us to filter out some high-score incorrect images 
clustering at false positive places. 

 
Table 1. Recall@k of CoHoG and proposed method 
 k=1 k=3 k=5 k=10 k=20 

CoHoG 0.31 0.42 0.50 0.57 0.70 
Ours 0.29 0.42 0.52 0.59 0.81 

 

G. Various Sequence Length Performance 

This section will show how the performance of our algorithm 
and ConvSequential-SLAM [19] varies because of changing 
sequence length. ConvSequential-SLAM is chosen because its 
descriptor extraction is also based on CoHoG, and it has 
managed to be one of the current state-of-the-art VPN 
algorithms. As shown in Fig. 3, the accuracy of two algorithms 
in Gardens Point dataset (day-to-day) and Campus Loop dataset 
which do not involve illumination variation is very close 
because the performance of single frame retrieval for images in 
query sequence is already fairly good. We will mainly focus on 
the other two challenging datasets. According to the graph, the 
accuracy of ConvSequential-SLAM improved slightly with 
each new adding frame in sequence. However, each new frame 
can significantly boost our algorithm accuracy since the 
information gain provided by the new frame is much larger than 
previous sequence-based algorithm. Moreover, the 
performance of our method at length 5 is comparable to static 
ConvSequential-SLAM at length of 20. Hence, our algorithm 
has proved to achieve a much more informative and compact 
sequence list for sequence match. 

H. Computational Efficiency 

Compared to models based on deep neural networks, the 
major advantage of handcraft features is the reduction of feature 
encoding time and RAM consumption. In our method, the 
CoHOG has been selected as the descriptor generator for each 
image. All the query and reference images are processed by 
CoHOG before the retrieval step.  In Table 2, the comparison 
of computational efficiency between our feature encoder and 
other methods is illustrated. The comparison results in the table 
are obtained from [22] and [29]. According to the table, models 
based on deep neural networks like AlexNet and AMOSNet 
need more time and memory to encode the image. On the other 
hand, handcraft like HOG and CoHOG is much more efficient. 
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Fig. 4. Performance comparison under different sequence 
length 

 

Fig. 5. Execution time comparison with CoHoG 

The sequence-based VPR algorithms can be divided into 
two steps, single-frame candidates’ selection for query frame in 
sequence and evaluation of sequences composed of selected 
candidates. In the first step, we used a hierarchical searching 
method to avoid an exhaustive search in the whole database like 
our baseline algorithm CoHoG. Figure 5 below shows the 
comparison of execution time between CoHoG and our 
algorithm with different SN values. SN is the selected number 
of candidate reference images. The search will only be carried 
out among SN candidates instead of the whole dataset. The 
length of datasets is the size of different partitioned Nordland 
datasets we used for experiments.  Our method has much less 
execution time and smaller SN can further improve the 
performance. In the second step, the sequence length of our 
method is much smaller than previous sequence-based VPR 
algorithms and can still achieve a state-of-the-art-performance. 
This is because our query sequence is much more compact and 
contains more information. Obviously, the computational time 
is strongly affected by the sequence length. Therefore, the 
reduction of sequence length can lead to a more 
computationally efficient VPR algorithm. Moreover, velocity 
searching, which is very computationally expensive has been 
avoided during the sequence match procedure. Instead, three 

constraints are applied, as shown in Section III-E to evaluate 
sequences in searching space. Two filters also helped to reduce 
the number of sequences that needed to be evaluated in 
subsequent steps. Overall, benefitting from the strategies being 
applied in both steps, we managed to achieve a sequence-based 
algorithm with computational efficiency. 

Table 2. Feature encoding time and RAM consumption 
per image comparison with other methods 

 
Encoding time 

(sec) 
RAM consumption 

(MBs) 
AlexNet 0.67 47.04 

AMOSNet 0.36 4.22 
HybridNet 0.36 4.33 

CALC 0.03 2.30 
NetVLAD 0.77 1.21 

HOG 0.01 0.02 
Ours 0.02 0.06 

V. CONCLUSION 

This paper presents a novel sequence-based searching 
algorithm for visual place recognition. Our algorithm managed 
to generate shorter and more compact query image sequences 
which helps to reduce the searching time. Compared to 
ConvSequential-SLAM, each newly added frame in the query 
sequence of our method can lead to more improvement in 
retrieval accuracy. Our method can maintain state-of-the-art 
accuracy with many short query sequences. The prediction 
accuracy of our method is over 0.9 in Gardens Point Dataset 
(day-to-day) and Campus Loop Dataset and 0.39 in Nordland 
Dataset which is only slightly inferior to the best methods in our 
comparison. And when query images contain illumination 
variation in Gardens Point Dataset (day-to-night), our accuracy 
reaches 0.72 which is the best of all methods. In addition, a 
hierarchical searching method based on the segmented database 
has been proposed to further improve computational efficiency. 
Our method’s execution time managed to reduce to only 30% 
of CoHOG when the database’s length is 1000. And the ratio 
can be further decreased if the size of the database is larger. In 
the future, an enhanced feature extraction strategy and a data 
expression method are further implemented to decrease the high 
storage capacity consumption for training. 
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