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 Abstract—In this paper, a virtual brush model based on a 
Delta-like robot manipulator is presented to obtain the 
coordinates to draw Chinese character calligraphy. The aim of 
this research topic is to develop and promote cross-cultural 
technology integration. Although in recent years there has been 
an increase in the research and development of a virtual 
calligraphy-writing system, work in this field is still rather limited. 
In our mechanism system, we design a Delta-like robot 
manipulator with hybrid kinematic structure to simultaneously 
maintain both stabilities and accuracies. Moreover, to interpret 
and analyze the deformation of the brush appropriately, we adopt 
a tool of droplet operation. Finally, the results of drawing a 
Chinese character calligraphy “永” , which means eternal, 
validate the effectiveness of the proposed robotic calligraphy 
system. 

 Index Terms—Robotic calligraphy system, Delta-like robot 
manipulator, virtual brush model, Chinese character calligraphy. 

I. INTRODUCTION 
N the last few decades, various studies of robotic calligraphy 
system ware discussed in [1-13]. One of the related research 

topics is virtual brush model [1-8]. Yao et al. [1] analyzed the 
trajectory extraction method of the writing-brush in Chinese 
character calligraphy using image and curve processing 
techniques and the calligraphy knowledge. In [2], modeling of 
ancient-style Chinese character was presented. Firstly, the 
Chinese character skeleton was detected from the thinned image. 
Then the skeleton was modeled by B-splines functions. Fujioka 
et al. [3] developed a scheme for generating cursive characters 
by employing a function approximation method in control 
theory. Similarly, characters were acquired as the trace of virtual 
writing-brush. Although they only considered Japanese Kana 
characters, the method should be suitable for other languages as 
well. Nevertheless, these approaches only focus on stroke 
trajectories but do not consider the geometric information of the 
Chinese characters in detail. 

In [4], a parameterized physical brush model was proposed 
and this model utilized a simplified evaluation algorithm to 
approximate the effect while maintaining the ability to express 
most of the special effects of Chinese calligraphy. The papers by 
Chu et al. [5, 6] presented a brush model consisting of a skeleton 
and a surface, which is deformed through constrained energy 
minimization. This model can imitate brush flattening and 
bristle spreading by reason of brush bending and lateral friction 
during the drawing process. Subsequently, Bai et al. [7] 
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developed a framework which consists of brush geometry 
model and brush dynamic motion model. Several points were 
utilized to simulate the brush bundle, and this scheme can 
effectively decrease the complexity inherent in the conventional 
bristle-level method. Wong et al. [8] focused on calligraphic 
image analysis. They described a statistical-based approach for 
automatically constructing parameters of virtual brush model. 
However, all of the work above focused on synthesizing 
Chinese character calligraphy rather than aimed at combining 
mathematical model theory with hardware devices. 

In past studies [9-13], some hardware approaches were 
presented to implement the robotic calligraphy system. A part of 
researches focused on constructing robot mechanism based on 
XYZ linear stage in the calligraphy-writing system. For instance, 
Man et al. [9] proposed a machinery arm which is a 
XYZ-coordinate axis system. When drawing a Chinese 
character calligraphy, the moving track of the machinery arm is 
a continuous curve including many points in space. Lo et al. [10] 
constructed a robot drawing platform which consists of a x-y-z 
axis translational mechanism and a robot gripper with a z-axis 
rotation degree. By using this platform, they presented some 
preliminary results of the footprint analysis and nonparametric 
modeling of Chinese calligraphy. In [11], a robotic calligraphy 
system with a delta-like parallel manipulator was developed and 
it can automatically modify the motion of the robotic arm using 
image process techniques for drawing Chinese calligraphy. 
However, the above hardware mechanisms cannot effectively 
imitate human wrist movement. Hence, the results of 
calligraphy-writing were not good enough. In order to improve 
the manipulability of the robot, Sun et al. [12] developed a 
calligraphy robot with a 6-DOF series robotic arm. This robotic 
arm could mimic the motion of human calligraphy writing. In 
[13], a KUKA lightweight robot (LWR) with an attached 
camera was utilized to demonstrate the results of Chinese 
characters writing. However, the stroke analysis of the virtual 
brush model is a lack of their approaches. 

This paper is an attempt to supplement the findings of these 
earlier studies. Firstly, a novel virtual brush model based on 
droplet operation is proposed and it addresses some limitations 
including character and style. Therefore, we can draw the 
current Chinese character calligraphy from textbooks and 
construct new characters. On the other hand, the proposed 
model theory only utilizes simple mathematical operation and 
does not take much time to calculate complex parameters for 
synthesizing Chinese character. Moreover, we improve the 
previous proposed robot mechanism [11] with Delta-like robot 
manipulator to yield a total of 5-DOF for the brush pen 
movement. Because of the parallel closed-chain designed, the 
overall rigidity of the machine is stronger and the inertia of 
movements is smaller as well than series robot manipulator. 
Besides, the lower stages of our robot manipulator can tilt the 
brush pen to realistically mimic the calligraphy posture. 

Yi-Hsing Chien, Min-Jie Hsu, Li-An Yu, Wei-Yen Wang, Fellow, RST, and Chen-Chien Hsu 
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Stepper motor 

Brush pen 

Servo motor 

 
Figure 1. 3D layouts of the mechanical system. 

The rest of this paper is organized as follows. Section II 
demonstrates the configuration of our mechanical system. 
Section III presents a virtual brush model based on droplet 
operation. Section IV reveals the simulation results to verify the 
performances of the proposed robotic calligraphy system. The 
conclusions of this paper are given in Section V. 

II.  CONFIGURATION OF MECHANICAL SYSTEM 
In this section, we introduce a mechanism of delta-like robot 

manipulator with serial-parallel design. Firstly, because 
SolidWorks offers complete 3D software tools, it is utilized to 
design the whole mechanical structure. Fig. 1 demonstrates the 
3D layouts of the proposed Delta-like robot manipulator. 

The actuating modules are disposed on the upper stage, and 
they are connected to the lower stage respectively to drive the 
lower stage. Each of the actuating modules includes an actuator, 
a transmission element, a shaft, a coupler and a pair of bearings. 
The actuator is disposed on the upper stage and includes an 
output shaft. The transmission element connects the actuator 
with the lower stage. The shaft is joined to the transmission 
element. The bearings are disposed on the upper stage and they 
are utilized to support the shaft. The coupler connects the output 
shaft and the shaft. 

Because the joint of delta-like robot manipulator requires 
full degree of freedom in ideal, there should be two-axes 
rotation at least. Ball joint is easy to implement for dealing with 
full degree of freedom, but that causes the material wear away 
faster. In order to increase the stability of whole structure, 
replacing the ball joint with other design is necessary. We adopt 
the combination of two mechanisms which have two-axis 
rotation as our joint instead of ball joint. The first mechanism is 
a cylinder connected to the lower arm, and we utilize ball 
bearings for each one-axis rotation. In order to hold the 
rotational cylinder, we utilize four snap rings to prevent this 
mechanism from sliding. The other mechanism connects the 
rotational cylinder to under platform with ball bearings, and we 
also hold the rotational cylinder with snap rings to prevent the 
mechanism from mechanical vibration and sliding. Using these 
two mechanisms design, both stability and durability of the 
proposed robot manipulator are increased. 

 
 
 
 
 
 
 
 
 
 
 
 

Writing paper 

Intersection of brush bundle 
and writing paper 
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HL  

1θ  

Root node ( , , )t t t tP x y z  

(Tip node , , )s s s sP x y z  
 

Figure 2. Brush bundle in normal state [8, 14]. 

 

III. A VIRTUAL BRUSH MODEL BASED ON DROPLET 
OPERATION 

The brush model can be roughly implemented through the 
shape of the brush bundle, the brush stem orientation, and the 
three-dimensional brush motion [8, 14]. Based on the earlier 
studies, we design a novel brush model consists of three 
components, that is, brush geometry, brush dynamics, and 
combination of droplets. The details are presented in the 
following sub-sections. 

A. Brush geometry 
Firstly, the physical properties of the brush bundle are 

modelled to benefit synthesis of Chinese character calligraphy. 
It is similar to the previous studies [15-17], in that we define the 
center point of the upper stage shown in Fig. 1 as origin. Fig. 2 
demonstrates the brush bundle in normal state. The major 
parameters utilized in this model are the radius W, height of the 
brush bundle L, length of brush bundle LH, root node Pt(xt, yt, zt), 
tip node Ps(xs, ys, zs), and angle of rotation θ1. 

B. Brush dynamics 
In the brush dynamic motion model, the intersection of the 

brush bundle and the writing paper is modelled utilizing a 
droplet whose principal axes can be dynamically adjusted by 
motor control of the upper and lower stages of the proposed 
Delta-like robot manipulator. The diagram of brush-paper 
intersection in painting state is shown in Fig. 3. The major 
parameters in this model are the instantaneous positions of the 
tip node Ps(xs, ys, zs) and the brush belly nodes Pe(xe, ye, ze), 
Pr(xr, yr, zr), and Pl(xl, yl, zl), which is the set of semi-ellipse 
parameters on the writing paper. Moreover, to realistically 
mimic the calligraphy posture, the brush pen in the dynamic 
motion model can be tilted an angle θ2. Incidentally, according 
to the position of the point Pt, the rotation angle θ1, and the tilted 
angle θ2, many different shapes and sizes of virtual droplets can 
be product. 
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Figure 3. Brush bundle in painting state. 

After that, we define the center of the semi-ellipse as 
Pm(xm, ym, zm), and the formulae below are utilized to compute 
the radii lmr and lme of the semi-ellipses. 

( ) 2secmr t m
Wl W z zL θ= − −                                       (1) 

( )

( ) ( )( )
2 2

1
2 2

tan cos

        sin cot tan

me t m

t m

l z z W

Lz z W W

θ θ

θ θ−

= − +

− − − −
       (2) 

As shown in Fig. 3, the shape of droplet in the virtual brush 
model can be clearly looked upon the combination of a 
semi-ellipse and a triangle. The line segments 2l r mrPP l=  and 

s m smP P l=  are defined as the base and the height of the triangle, 
respectively. The formulae of sml  are shown in (3)-(5). 
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Figure 4. Diagram of combination of two adjacent droplets. 

C. Combination of droplets 
After the virtual parameterized droplet model is 

well-defined, we can simulate the Chinese character calligraphy 
by merging a number of virtual droplets. As mentioned in the 
previous sub-section, the shape of droplet can be looked upon 
the combination of a semi-ellipse and a triangle. When merging 
droplets, it is a significant step for combining two semi-ellipses. 
The diagram of combination of two adjacent droplets is 
illustrated in Fig. 4. 

Firstly, we suppose two complete ellipse formulae as 
follows: 

2 2 0a b c d e fx xy y x yτ τ τ τ τ τ+ + + + + =               (6) 

and 
2 2 0g h i j k lx xy y x yτ τ τ τ τ τ+ + + + + =               (7) 

The common tangent line is defined as y=Mx+N, and the 
above equations are rewritten as 

( ) ( )
( )

22       

0
a b c

d e f

x x Mx N Mx N

x Mx N

τ τ τ

τ τ τ

+ + + +

+ + + + =
             (8) 

and 

( ) ( )
( )

22     

0

 g h i

j k l

x x Mx N Mx N

x Mx N

τ τ τ

τ τ τ

+ + + +

+ + + + =
             (9) 

Because the discriminant functions of (8) and (9) both equal 
to 0, the above equations are rewritten as 

( )
( )( )

2

2 2

2

4 0
b c d e

a b c c e f

N MN M
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τ τ τ τ
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( )
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2
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2

4 0

h i j k

g h i i k l

N MN M
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τ τ τ τ

τ τ τ τ τ τ

+ + +
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           (11) 

After that, solving simultaneous equations (10) and (11), we 
obtain the exterior common tangents of the two ellipses. Due to 
the known positions of two tip nodes Ps1 and Ps2 as shown in Fig. 
4, the points Pk1 and Pk2 of tangency can be derived. Then we 
can combine two adjacent droplets to synthesize Chinese 
character calligraphy. Finally, using the proposed droplet 
operations, various kinds of character calligraphies in different 
styles can be synthesized and simulated in our virtual brush 
model. 
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Stroke #1: Sideway 

Stroke #7: Pecking 

Stroke #8: 
  Dismemberment 

Stroke #2: Bridle 

Stroke #5: Horsewhip 

Stroke #6:  
  Passing lightly 

Stroke #3: Crossbow 

Stroke #4: Jump 
 

Figure 5. The Chinese character “永” [19]. 

IV. SIMULATION RESULTS 
The ancient scholars divided all Chinese characters into six 

categories [18], that is, pictographs, ideographic, compound 
ideographs, phono-semantic compound characters, rebus 
(phonetic loan) characters, and derivative cognates. No matter 
which categories, these characters can be constructed of one or 
several strokes. Because the Chinese character “永” includes 
eight common strokes, we utilize this character to verify the 
performance of our virtual brush model. For this character, we 
separate the sequence numbers and stroke directions in red 
shown in Fig. 5. 

The proposed virtual brush model is implemented on 
Windows platform, and the programming language is 
MATLAB. The major parameters of this model are shown as: 
the radius of brush bundle W=2.5 mm, length of brush bundle 
L=16 mm, and length of brush shaft lp=25 cm. The size of 
self-made Delta-like robot manipulator is 75 cm in length × 75 
cm in width × 90 cm in height. The distance |zm| from the upper 
stages of the robot manipulator to blank paper is set as 83 cm. 
The size of the brush-writable area is set as 50 cm in length × 50 
cm in width. Currently, we select eight classes (i.e., sideway, 
bridle, crossbow, jump, horsewhip, passing lightly, pecking, 
and dismemberment) for stroke patterns of the Chinese 
character calligraphy. Some simulation results are shown in 
Figs. 6-14. The results reflected in Fig. 6 present a successful 
implementation of drawing Chinese character calligraphy in 
regular script. Figs. 7-14 demonstrate the eight classes for 
stroke patterns and the values of the corresponding parameters, 
i.e., xt, yt, zt, θ1, and θ2. 

As observed in simulation results, the proposed robotic 
calligraphy system can guide users to obtain the suitable 
coordinates of the brush bundle center to draw elegant Chinese 
character calligraphy or calligraphy similar to copybook 
template. 

V. CONCLUSION 
In this paper, we present the results of drawing Chinese 

character calligraphy with the delta-like robot manipulator in 
virtual writing environment. This self-made virtual environment 
is a tool that helps users to more quickly design suitable 
parameters for robot manipulator than directly operating 
equipment. A simplified and effective virtual brush model based 
on droplet operation is proposed. The layout of droplets is the 
major feature of the model. Finally, simulation results indicate  
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-3
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Figure 6. The simulation results using the proposed robotic calligraphy system. 

the effectiveness and applicability of the proposed robotic 
system for drawing Chinese character calligraphy. 
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Abstract—Visual servoing systems can be found in many real 

world applications. Classical visual servoing structures can be 
categorized into two types – Position-Based Visual Servoing 
(PBVS) and Image-Based Visual Servoing (IBVS). However, 
image noise and inaccurate camera calibration can all affect the 
performance of visual servoing systems. In addition, the sampling 
rate of the outer visual loop is much lower than the sampling rate 
of the inner servo control loop in a visual servoing system. All the 
above factors make the design of PBVS and IBVS structures a 
challenging task. In order to alleviate the aforementioned issue, 
many approaches have been proposed, with most of them focused 
on obtaining a better interaction matrix through different feature 
selection methods or improving control performance through 
trajectory planning. Among these existing approaches, the 6D 
visual servoing (6DVS) structure claims to have better control 
performance than the classical IBVS structure. In this paper, a 
6-DOF industrial robot manipulator is used as a test platform to 
compare the performance of 6DVS and classical IBVS. 
Experimental results indicate that the 6DVS structure indeed 
exhibits better control performance than the classical IBVS 
structure. 
 

Index Terms—Image-Based Visual Servoing, 6D Visual 
Servoing, camera calibration, industrial robot manipulator 
 

I. INTRODUCTION 
S the CPU’s computing power keeps increasing, the 
applications of control systems equipped with computer 

vision have attracted much attention and enjoyed tremendous 
success recently. In particular, a robotic system equipped with 
computer vision can be found in a variety of applications such 
as industrial manufacturing, medical robots, mobile robots, etc. 
In the automation industry, one of the most common 
applications of control systems equipped with computer vision 
is the pick-and-place task of stationary objects or the guiding of 
a robot arm to a specified location. In these applications, the 
Look-then-Move approach [1] is sufficient. However, in many 
application scenarios such as picking something up on a 
moving belt with a varying speed or on a rocking crane, and 
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contour following control using vision feedback, the 
Look-then-Move approach is insufficient. In these cases, visual 
servoing – a scheme that uses real-time vision feedback to 
implement a closed loop control system – is essential. Although 
visual servoing systems have many attractive features, their 
performance have been affected by factors such as image noise, 
camera calibration error, hand-eye calibration error, etc. In 
addition, generally, the sampling rate for the outer visual loop is 
much lower than that for the inner servo control loop in a visual 
servoing system. That is, the performance of a visual servoing 
system is limited. As a result, the issue of improving control 
performance, robustness and system response of a visual 
servoing system is a crucial research topic and deserves more 
study. Many existing researches focus on obtaining a better 
interaction matrix through proper feature selection or 
performing trajectory/motion planning to attain better control 
performance, while several studies take system dynamics into 
consideration for their visual servoing structure design. 

The idea of visual servoing was proposed by Hill et. al [1]. 
Hutchinson et. al conducted an in-depth investigation on two 
classical visual servoing structures –IBVS (Image Based Visual 
Servoing) and PBVS (Position Based Visual Servoing) in their 
renowned tutorial paper in 1996 [2]. Since then, visual servoing 
has enjoyed huge success in various fields of applications. 
Later on, Chaumette et al. studied several visual servoing 
structures other than IBVS and PBVS [3,4], while stability 
analysis of IBVS and PBVS was provided in [5,6]. In addition 
to IBVS and PBVS, visual servoing structures such as hybrid 
visual servoing [7~9], partition visual servoing [10], and 
switching visual servoing [10,11], have been proposed as well. 
Futhermore, researchers also study the issue of feature selection 
on the performance improvement of visual servoing. For 
instance, Tahri et al. used the image moment as the image 
feature [12]; Xu et al. used point, line and surface as the image 
features [13]; and Cai et al. used self-defined orthogonal image 
features [14]. In [15], the acceleration command directly 
obtained from image features was used. In order to ameliorate 
the poor dynamic response due to the low sampling rate of 
visual serrvoing applications, some researchers exploited the 
acceleration command which is computed directly from the 
image information [16]. 

When implementing the IBVS scheme, the depth value of 
the feature point is essential in calculating the image Jacobian. 
One of the simplest methods for estimating depth value is to use 
a binocular camera and the concept of disparity. However, its 
drawback is not being computationally efficient. In order to 
cope with this difficulty, a method that exploits information 
such as position/velocity of a feature point and camera velocity 
to estimate depth value was proposed in [17]. A nonlinear 
observer was adopted in [18] to estimate the depth values of  

Performance Comparisons of Visual Servoing 
Structures for Industrial Robot Manipulators 

Ting-Yu Chang, Wei-Che Chang, Ming-Yang Cheng and Shih-Sian Yang 

A 



Cheng et. al.  
Performance Comparisons of Visual Servoing Structures for Industrial Robot Manipulators 

8 

 
Figure 1. Virtual image plane in perspective projection.

 

feature points. In order to deal with the collision avoidance 
problem and the physical constraints on the rotation angle in the 
joint space, trajectory planning and optimization was 
performed in [19,20].  

In addition to the aforementioned issues concerning visual 
servoing structures, several studies have focused on the control 
design of visual servoing systems [21-34]. For instance, Corke 
et al. [21] investigated the dynamics issue of a visual servoing 
system, in which the idea of feedforward control is exploited to 
cope with the vision latency problem; fuzzy logic is exploited 
to design visual servoing control laws [22-24]; iterative 
learning control was incorporated into the control design of 
visual servoing systems [25,26]; Other methods such as 
Q-learning [27-29], sliding mode control [30,31] and Kalman 
filter [32-34] are also adopted in the control design of visual 
servoing systems. 

Among the existing approaches concerning the design of 
visual servoing structures, the 6DVS structure has been 
reported to exhibit satisfactory performance. In order to 
facilitate the use of the visual servoing structure, a 6-DOF 
industrial robot manipulator is used as a test platform to 
compare the performance of 6DVS and classical IBVS in this 
paper. Experimental results indicate that the 6DVS structure 
indeed exhibits better control performance than the classical 
IBVS structure.  

The remainder of the paper is organized as follows. Section 
Ⅱ briefly reviews the camera model and hand-eye calibration. 
Section Ⅲ provides an introduction to the classical IBVS 
structure, while the 6DVS structure is elaborated in Section Ⅳ. 
Experimental results and conclusions are given in Section Ⅴ 
and Section Ⅵ, respectively. 

II. BRIEF REVIEW ON CAMERA MODEL AND HAND-EYE 
CALIBRATION 

A. Camera Model 
Perspective projection (i.e. pin-hole model) [35,36] is 

adopted in this paper. In order not to have an inverted image, a 
virtual image plane which is located between the optical center   
and the object point is used. The corresponding image point is 
denoted as p(u,v), as shown in Fig. 1. 

1) Intrinsic Camera Parameters 
Intrinsic camera parameters describe the relationship 

between the coordinate of the object point 
[ ,  ,  ]c c c c TP X Y Z= in the camera frame and the coordinate of 

the corresponding image point p(u,v) on the image plane. Based 
on perspective projection (i.e. Fig.1), one will have 

0 0
1 0 0

0 0 11

C

C
C

C

Xu
Yv

Z
Z

λ
λ

   
    =    
        

 (1) 

where λ is the focus length. 

However, in practice, the width and height of a pixel may 
not be the same. It is reasonable to assume that the focus length 
for the horizontal axis (u axis) and the focus length for the 
vertical axis (v axis) are different. In addition, due to 
imperfections in the manufacturing process, the angle between 
the horizontal axis and the vertical axis may not be 90°. In 
general, a skew factor is used to describe this phenomenon. 
Based on the above discussions, Eq. (1) can be rewritten as 

0
1 0 0

1 0 0 1

C
x

C
yC

C

Xu
v Y

Z
Z

λ δ
λ

        =              

 (2) 

where λx is the focus length for the horizontal direction; λy  is 
the focus length for the vertical direction; and δ is the skew 
factor. Moreover, in order not to have negative pixel 
coordinates, the origin of the image plane will be moved to the 
upper left corner instead of the center position. As a result, Eq. 
(2) can be further rewritten as 

0

0
1 0

1 0 0 1

C
x

C
yC

C

Xu u
v v Y

Z
Z

λ δ
λ

        =              

 (3) 

The values of intrinsic camera parameters can be obtained by 
performing camera calibration [37,38]. 

2) Extrinsic Camera Parameter 
Extrinsic camera parameters [35] describe the coordinate 

transformation between the camera frame C and the world 
frame W, in which 

C C W C
W WP R P t= +  (4) 

where 3 1C
Wt

×∈ℜ  is the translation vector between the origin 
CO  of the camera frame and the origin WO  of the world frame; 

3 3C
WR ×∈ℜ  is the rotation matrix between the world frame 

and the camera frame. Rewriting Eq. (4) into the matrix form, 
one will have 

4 41 1 0 1 1

C W C C W
C W W

W
P P R t P

T
×

       
= =       

       
 (5) 

By taking the intrinsic camera parameters and extrinsic 
camera parameters into account simultaneously, one can obtain 
the relationship between the coordinate of an object point in the 
world frame and the coordinate of its corresponding image 
point on the image plane, which is 
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λ δ
λ

×
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    
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 (6) 

B. Hand-eye Calibration 
The online calibration method proposed in [39] is used to 

perform hand-eye calibration in this paper, in which a stereo 
camera is used to retrieve the 3D coordinates of a scene point in 
the camera frame. Its calibration process is elaborated in the 
following. 

Consider a set of 3-D data points that contains n data points, 
in which these n 3-D data points have different coordinates in 
frame A and frame B. Suppose that Dataset A consists of the 
coordinates of these n 3-D data points in frame A and Dataset B 
consists of the coordinates of these n 3-D data points in frame B. 
Note that in this paper, frame A is the camera frame, while 
frame B is the robot base frame. Hand-eye calibration (i.e. 
coordinate transformation) that describes the relationship 
between Dataset A and Dataset B is performed to find the 
rotation matrix R and the translation vector t in Eq. (7). There 
are several existing approaches that can be used to calculate the 
rotation matrix R in Eq. (7). In this paper, the singular value 
decomposition method [40] is adopted. 

   ,    1, 2,..., ,  ( 3)i i
B AP RP t i n n= + = ≥  (7) 

Firstly, Eq. (8) and Eq. (9) are used to find the centers of 
Dataset A and Dataset B, respectively. 

1

1 n
i

A A
i

C P
n =

= ∑  (8) 

1

1 n
i

B B
i

C P
n =

= ∑  (9) 

Define the matrix M as 

1
( )( )

n
i i T

A A B B
i

M P C P C
=

= − −∑  (10) 

Denote svd(M)=(U,S,V) as the results of performing singular 
value decomposition of the matrix M. The rotation matrix R can 
then be found using Eq. (11). 

(1,1,det( ))T TR Udiag UV V=  (11) 

Once the rotation matrix R is found, the translation vector t can 
be calculated using Eq. (12). 

B At P RP= −  (12) 

III. CLASSICAL VISUAL SERVOING STRUCTURES 
Fig. 2 shows the control block diagram of a typical visual 

servoing system. In Fig. 2,  f  is the feature vector of appropriate 
dimensions, fd is the desired feature vector, and e=f−fd is the 
feature error vector. In addition,  Le is the interaction matrix, 
and eL+  is the pseudo inverse matrix of Le; CV  is the velocity 
screw of the end-effector in the camera frame; BV  is the  

Controller

Feature
extraction

Spatial
transformationeL+

e

+

−
CV BV

Robot Camera

1
robotJ −

dq

df

f

 
Figure 2. Control block diagram of a typical visual servoing system.

 

velocity screw of the end-effector in the robot frame; and dq  is 
the velocity command in the joint space.  

The eye-to-hand camera configuration is adopted in this 
paper [1]. Based on the type of feature, classical visual servoing 
structures can be divided into two categories –PBVS and IBVS. 
If a 3D point feature or a 6D pose is used, the visual servoing 
structure is PBVS. In general, PBVS usually yields a good 3D 
tracking performance. However, the drawback of PBVS is that 
its performance is sensitive to calibration error and modeling 
uncertainty. In contrast, if a 2D image feature is used, the visual 
servoing structure is IBVS. In general, IBVS results in 
satisfactory image tracking performance and is more robust to 
calibration error and modeling uncertainty than PBVS. 
However, the 3D tracking performance of IBVS could be far 
from satisfactory. Moreover, the convergence of image feature 
error does not guarantee the convergence of 3D tracking error. 

A. Classical Image-based Visual Servoing 
Suppose the IBVS structure is adopted and we define image 

feature point [ ], Tf u v= , desired image feature point 

[ ],  T
d d df u v= , and feature error e=f−fd . The relationship 

between the time derivative of the image feature point and the 
velocity screw of the end-effector in the camera frame is 
described by 

C
ef L V=  (13) 

where eL  is the so-called image Jacobian matrix; CV is the 
velocity screw of the end-effector in the camera frame. 

If the goal is to exponentially converge the image feature 
error, then a proportional type controller can be used, namely 

  ,   0e ke k= − >  (14) 

Suppose that the desired image feature is constant, that is 
0df = . From Eq. (13), one will have 

C
d ee f f f L V= − = =  

  (15) 

By combining Eq. (14) and Eq. (15), the velocity screw of 
the end-effector in the camera frame can be calculated using 
C

eV kL e+= −  (16) 

B. Image Jacobian Matrix 
The derivation of the image Jacobian matrix will be detailed 

in this subsection. Given a 3D feature point 
[ ,  ,  ]c c c c TP X Y Z= in the camera frame and its corresponding 

image feature point [ ], Tf u v=  in the image plane; in addition 
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to assuming that the camera has zero skew, i.e. δ=0, as a result, 
Eq. (3) can be rewritten as 

0

0

C
x
C
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y
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uu Zf

v Y
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Z

λ

λ

 
+    = =    
+ 
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 (17) 

Differentiating Eq. (17) with respect to time will yield 
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 (18) 

Suppose that this 3D point undergoes a rigid body motion. We 
will have 
C C C CP Pυ ω= + ×  (19) 

where 
Tc C C C

x y zυ υ υ υ =    and 
Tc C C C

x y zω ω ω ω =   . 

Developing Eq. (19) will yield 
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Substituting Eq. (20) into Eq. (18) and rearranging the terms 
will result in 
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Eq. (21) can be further expressed as 
C

ef L V=  (22) 

where eL  is the so-called image Jacobian matrix; CV  is the 
velocity screw of the end-effector in the camera frame,  which 
is a 6×1 vector consisting of translation velocity Cυ  and 
rotational velocity Cω . 

IV. 6-DIMENSIONAL VISUAL SERVOING 
Similar to the 2 1/2D visual servoing structure [7], the 6D 

visual servoing structure [14] employed in this paper also tries 

 

 
Figure 3. Orthogonal image feature.

 

 
Figure 4. Relationship between the virtual frame V and the camera frame C. 

to balance the advantages and drawbacks of the IBVS structure 
and the PBVS structure. In fact, experimental results provided 
in [14] suggest that the 6D visual servoing structure performs 
better than the 2 1/2D visual servoing structure. Moreover, the 
6D visual servoing (6DVS) structure overcomes two notorious 
drawbacks of the IBVS structure. The 6DVS structure is 
elaborated as follows.  

In order to obtain an interaction matrix with superior 
characteristics and convergence trajectory, the 6DVS structure 
selects features as below [14]: 

[ ] [ ] 6 1=s s s s s sW X x y zθ α β γ ×= ∈ℜ  (23) 

where xs, ys, and zs shown in Fig. 3 are the orthogonal image 
features defined in a virtual frame used to control the linear 
speed; α,β and γ are the rotation angles expressed in the form of 
Euler angle  [41].  

The six features xs, ys, zs, α, β and γ are designed as follows. 
First, we introduce the feature design method for controlling 
linear speed. We define two virtual image planes and project a 
point in space onto these two planes as shown in Fig. 3. In Fig. 
3, the virtual frame V is a user-defined coordinate system. As 
indicated in Fig. 4, the virtual frame V and the camera frame C 
have the same origin, but with different axis directions as 
described by Eq. (24). 

1 0 0
0 0 1
0 1 0

v c c
V

v C c c

v c c

x x x
y R y y
z z z

      
      = = −      
            

 (24) 
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Suppose that there are two virtual cameras denoted as 1cV  
and 2cV . Let the optical axes for the frames affixed to these two 
cameras be perpendicular to each other as shown in Fig. 3. 
Suppose that both the distance between the Ov1 point to the xv 
axis and the distance between the point Ov2 to the zv1 axis are κ. 
Consider a 3-D feature point P. Based on perspective projection, 
one can obtain the corresponding image point (u1,v1) on the 
virtual image plane of 1cV  as described by Eq. (25) and the 
corresponding image point (u2,v2) on the virtual image plane of 

2cV  as described by Eq. (26). 

111

1 12

01 ( )
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cf x ou
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f cv z oy
β

β
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−      
= +       −− +      

 (25) 
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= +       −+      

 (26) 

where fβ  , φ , Cx and Cy are virtual intrinsic camera parameters 
defined by users. 

The three features used to control the linear velocity are 
defined as u1, u2 and v2. Now select u1, u2 and v2 described by 
Eqs. (25)-(26) as the virtual image feature Xs. In addition, from 
Fig. 3, one can find that u1, u2 and v2 constitute 3-D image 
coordinates and they are perpendicular to each other. The 
projection relationship can be expressed as Eq. (27). 
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Differentiating Xs described by Eq. (27) with respect to time 
will yield 

V V
s oX R J X J Xα α= =  

 (28) 

where 
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Figure 5. Rigid transformation between the end-effector frame and the marker 

frame. 

The coordination transformation between the virtual frame V 
and the robot base frame B is described by 

( )V V C V C B B
C C B CX R X R R X t= = +  (30) 

Substituting the time derivative of V X  into Eq. (28) will yield 

( )V C B B B
s C B v vX J R R X J X J vα= = =    (31) 

Eq. (31) describes the relationship between sX  and the linear 
velocity of the robot base frame. 

Denote B
EEFR  as the pose of the end-effector in the robot 

base frame. The three features used to control the angular 
velocity are defined as [ ], ,θ α β γ=  (expressed in the form of 
Euler angle). In this paper, B

EEFR  can be calculated using 

B B W
EEF W EEFR R R=  (32) 

where B B C
W C WR R R= ; W is the marker frame (in this paper, 

an ArUco marker is used in the hand-eye calibration process); 
B

CR  represents the hand-eye calibration; C
WR  is the rigid 

transformation (i.e. pose) between the marker frame and the 
camera frame, which can be estimated; and W

EEFR  is the rigid 
transformation (i.e. pose) between the end-effector frame and 
the marker frame as shown in Fig. 5. 

From Fig. 5, it is easy to conclude 

1 0 0
0 0 1
0 1 0

W
EEFR

 
 = − 
  

 (33) 

The relationship between the angular velocity Bω  and θ  is 
described by [41] 

( )B Tω θ θ=   (34) 

where 

cos cos sin 0
( ) sin cos cos 0

sin 0 1
T

γ β γ
θ γ β γ

β

− 
 =  
 − 

 (35) 

Therefore 
1( ) B BT Jωθ θ ω ω−= = ⋅  (36) 
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By combining Eq. (31) and Eq. (36), the complete interaction 
matrix (i.e. image Jacobian matrix) that describes the 
relationship between the optical flow and the spatial 
end-effector velocity (an ArUco marker is attached to the 
end-effector of the 6-DOF industrial robot manipulator) in the 
robot base frame can be obtained. 

0
0

B
s v B

s imgB

X J v
W J V

Jω ωθ

    
= = = ⋅    

       







 (37) 

where imgJ  is the interaction matrix (i.e. image Jacobian matrix) 
and BV is the spatial end-effector velocity in the robot base 
frame. 

Eq. (37) indicates that, by choosing xs, ys, zs, α, β and γ as 
features, the control of translational motion and the control of 
rotational motion are decoupled. This is an attractive feature 
that IBVS does not have. 

In the IBVS structure, the image Jacobian matrix may 

encounter the singular point problem. Since 
0

0
v

img

J
J

Jω

 
=  

 
in 

Eq. (37), one will have ( ) ( ) ( )det det detimg vJ J Jω= . Whether 
Jimg is invertible or not depends on Jv and Jω. If the robot pose 
can avoid the singular point (i.e. det( ( )) 0T θ ≠ ), then Jω is 
invertible. 

As for the case of Jv, from Eq. (31), one will have 
1 1 1 1 1C V

v B C oJ R R J Rα
− − − − −=  (38) 

Since C
BR , V

CR (3)SO∈  and 3 3( )R diag fα β
×= ∈ℜ , they are 

invertible. Only when det( ) 0oJ = , Jv will become singular. In 
fact, only the following three cases will result in a singular Jv. 

Case 1: 11 0o κ+ =  and 21 0o κ− =  
Case 2: vx κ= −   and 21vy o=  
Case 3: vy κ=   and 11vx o=  

As mentioned previously, the values of o11, o21 and κ are 
chosen by the user. Therefore, by properly selecting the values 
of o11, o21 and κ, one can ensure that the image Jacobian matrix 
Jimg is invertible. 

V. EXPERIMENTAL RESULTS 

A. Experimental Setup 
Fig. 6 shows the experimental platform used in this paper to 

access the performance of the conventional IBVS structure and 
the 6DVS structure. The experimental platform consists of a 
6-DOF industrial robot manipulator (Fig. 6(a)) manufactured 
by ITRI, a stereo camera (Fig. 6(b)) manufactured by Point 
Grey (type GS3-U3-23S6C-C) which is equipped with a lens by 
VS Technology (type SV-0614V), and a PC (Intel Core™ 
i7-2600, 3.40 GHz CPU; 4.0GB RAM) used as a control kernel 
which is responsible for executing visual servoing structures. In 
this paper, when performing hand-eye calibration, an ArUco 
marker [42] attached to the end-effector as shown in Fig. 6 (a) 
is adopted as a calibration rig. 

  

  
(a) (b) 

Figure 6. Experimental platform (a). 6-DOF industrial robot manipulator (b). 
stereo camera. 

  
                                (a)                                                           (b) 

Figure 7. Convergence trajectory on image plane:  
(a) 6DVS, (b) classical IBVS. 

B. Experimental results 
Experimental results are detailed in this subsection. In the 

experiment, a 6-DOF industrial robot manipulator is controlled 
to perform a point-to-point motion. Both the classical IBVS 
structure and the 6DVS structure will be tested in the 
experiment. Throughout the experiment, the PI-type feedback 
controller with gravity compensation is selected as the velocity 
loop controller of the 6-DOF robot manipulator. The initial 
image feature and the target image feature are the same for both 
the classical IBVS structure and the 6DVS structure. In the 
user-defined parameters of the 6DVS structure, for ease of 
calculation,φ , 11o , 12o , 21o , 22o , xc and yc are all set to zero. The 
focus length fβ  is set to ( ) / 2x yf f fβ = + ; the depth κ  is set 
to 1500 mm. 

According to the experimental results shown in Fig.7, it is 
easy to find that the convergence trajectory for the 6DVS 
structure in both the Cartesian space and the image plane is 
close to a straight line, which is ideal and efficient compared to 
the convergence trajectory of the classical IBVS structure. In 
addition, in the convergence of the feature error, since the 
6DVS structure decouples the translation feature and the 
rotation feature, the translational motion and the rotational 
motion do not affect each other and can directly converge. In 
contrast, the classical IBVS structure may affect the 
translational motion when the robot manipulator changes its 
pose, causing the feature error to rise and then fall. Moreover, 
as shown in Fig. 8(c), if the difference between the initial 
feature and the target feature is too large, the visual servoing 
system that employs the classical IBVS structure may diverge 
directly. In contrast, the visual servoing system that employs 
the 6DVS structure may still converge (Fig. 8(a) and Fig. 8(b)). 
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                                (a)                                                           (b) 

 
(c) 

Figure 8. Feature error convergence: (a) feature error on translation axis for 
6DVS (b) feature error on rotation axis for 6DVS (c) feature error for classical 

IBVS. 

VI. CONCLUSION 
Among the many approaches proposed to alleviate the 

drawbacks of the classical IBVS structure, the 6DVS structure 
has been reported to exhibit satisfactory performance. In this 
paper, a detailed description about the crucial processes needed 
in implementing the 6DVS structure including camera 
calibration, hand-eye calibration and derivation of the 
interaction matrix, is provided. A 6-DOF industrial robot 
manipulator is used as a test platform to compare the 
performance of 6DVS and classical IBVS. Experimental results 
indicate that the 6DVS structure indeed exhibits better 
convergence performance than the classical IBVS structure. 
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Abstract—This paper aims to present an autonomous 

quadrotor system with an improved tiny YOLOv3 neural network 
for goods recognition in the indoor warehouse environment. The 
used autonomous quadrotor is equipped with a powerful 
computing module, NVIDIA Jetson TX2 board, one LiDAR (light 
detection and ranging), one ultrasonic ranging sensor, and two 
cameras. Such a quadrotor is exploited to fly in front of goods 
stored in their corresponding shelves and acquire their images. 
The Jetson TX2 computing module is used to deal with 
computational tasks including flight trajectory planning, goods 
recognition and wireless communication with an inventory 
management system. An improved tiny YOLOv3 neural network 
is proposed to process inventory goods images acquired from the 
quadrotor and recognize these goods from these images, in order 
to check and manage the goods status in the warehouse 
environment.  Experimental results are conducted to show the 
effectiveness and merits of the improved tiny YOLOv3 neural 
network mounted on the autonomous quadrotor. 

Index Terms—Goods recognition, quadrotor, you look only 
once (YOLO), YOLOv3, warehouse management. 

I. INTRODUCTION 
OWADAYS, in order to attain cost reduction and 
automation requirement, material handling systems using 

mobile robots in inventory environments have become 
increasingly popular and important. With the rapid evolution 
and growth of deep learning, robot systems using deep learning 
have achieved a great success in the field of object and pattern 
recognition. Therefore, there have been many related 
investigations and public competitions using deep learning 
techniques; for example, Amazon’s robotic competition was 
held for recognize many objects coming from their own 
warehouses. Besides, there are many studies presenting various 
methods to investigate the use of mobile robots in inventory, 
warehouse or supermarket environments. Zhang et al. [1] 
proposed a mobile robot, which was able to deal with one 
inventory task, in the indoor environment; their proposed 
system had an ability to build a costmap, which was an 
occupancy gird map, by using ultrasound, Lidar and RGB 
camera to sense and model the environment such that the used 
mobile robot was shown able to scan RFID tags for the 
inventory environment. However, this kind of robot was 
manually controlled without any navigation algorithm and 
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automatic robot movement. Yabushita et al. [2] presented a new 
framework for recognizing three-dimensional (3D) objects that 
need few reference images, and dealt with a key issue of 3D 
object recognition by considering the trade-off between the 
number of reference images and recognition accuracy. 
Nevertheless, this method had poor resolutions for  those 
objects with similar images, although their shapes are different. 

Deep learning neural networks have been widely applied to 
recognize various objects with huge amount of images. For 
instance, Li at el. [3] applied the convolution neural network 
(CNN) on identification of supermarket goods. Different from 
the QR code identification of supermarket goods, they applied 
the CNN which used the collected images of commodity as the 
input. In particular, deep convolution neural networks (DCNNs) 
have been extensively used for image recognition and object 
understanding effectively and efficiently. Among DCNNs, 
YOLO, standing for You Only Look Once, in [4] has been 
shown as faster and more efficient neural networks, and has 
also been implemented into a mobile embedded system for 
real-time imaging applications. Being an object detector, 
YOLO uses features learned by a deep convolutional neural 
network to detect an object. YOLOv2 neural networks are an 
improved version of YOLO and their functions are more 
accurate than those of their original version [5]. However, 
YOLOv2 has been known difficult to identify for smaller 
objects and overlapping objects. YOLOv3 neural networks 
with the ResNet have been shown better performance and 
improvement in [6], but they need more training and execution 
time than YOLOv2 does. This motivates us to think how to 
modify YOLOv3 so as to obtain acceptable accuracy and speed 
of goods recognition in an embedded computing system 
installed on the autonomous quadrotor. 

The objectives of the paper are to investigate how to modify 
the tiny YOLOv3 for goods recognition, and to use the 
autonomous quadrotor with the improved tiny YOLOv3 to 
recognize the commodity in an indoor warehouse.  The 
presented techniques would provide useful references for 
professionals working for the use and control of UAVs. 

The rest of the paper is organized as follows. Section II 
briefly describes the hardware and software system structure of 
the proposed goods recognition systems using the autonomous 
quadrotor, and Section III calibrates the indoor goods images 
acquired from the circular fisheye camera. In Section IV, the 
detection and recognition of the stored commodity in the 
warehouse are done by using an improved tiny YOLOv3 deep 
neural network. Section V presents and discusses the 
experimental results to show the effectiveness and applicability 
of the proposed method. Section VI concludes the paper. 
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Figure 1. Illustration of the goods recognition system using the autonomous 

quadrotor with the Nvidia Jetson TX2 computing module. 
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Figure 2. Control system structure of the autonomous quadrotor. 
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Figure 3. Overall software structure using ROS 1.0.

 

 
Figure 4. Control system structure of the autonomous quadrotor.

 

II. SYSTEM STRUCTURE AND DESCRIPTION 
This section is aimed to describe the system structure of the 

proposed system by including the system configuration of the 
indoor quadrotor under the ROS environment. The ROS will be 
used as a software framework for the system, where each sensor 
or module will be registered as a node and communicate with 
each other via the master of the ROS. The autonomous driving 
of the quadrotor will be implemented in the ROS environment. 

A. System Structure 
Figs. 1 and 2 show the overview of the autonomous 

quadrotor system and the system structure in the indoor 
inventory. Such a quadrotor is responsible for capturing images 
in front of the shelf. Meanwhile, the quadrotor carries a 
powerful computing module, NVIDIA Jetson TX2, which is 
dedicated to execute all the computations, including flight 
trajectory calculation and specific goods recognition. Once the 
quadrotor has reached its destination, the quadrotor will use the 
tiny YOLOv3 neural network to detect the goods. After goods 
recognition, the TX2 computing module will send the results to 
the computer considered as the point of sale (POS) system by 
Bluetooth. Fig. 3 presents the overall system structure in the 
ROS environment. In Fig. 3, the quadrotor will be considered as 
a node, and it will publish its navigation data, the images of 
front and bottom cameras to other nodes of ROS. The LiDAR 
will be registered as another node, which will transmit the Lidar 
data to other nodes of ROS. Master manages that the nodes 
communication with each other. Once the camera images and 
LiDAR Data have been published to the Master of ROS 
successfully, the ORB-SLAM2 algorithm in [7] as a node will 
be able to subscribe these data and process the computations of 
the algorithm.  Meanwhile, the trajectory planning module will 
also be registered as a node in order to command the quadrotor 
to the proper position by publishing control commands. Fig. 4 
shows the goods recognition robot system, where the on-board 
Jetson TX2 and LiDAR which respectively have adequate 
perceptual and computing abilities are able to assist the 
quadrotor in indoor warehouse environments to proceed with 
the goods image scanning and identify task. 

III. ACUQISITION AND CALIBRATION OF GOODS IMAGES 
This section presents how to handle with both acquisition 

and calibration tasks of goods images scanned by quadrotor by 
using fish-eye lens calibration technique and. In order to 
perform a proper indoor quadrotor flight, ORB-SLAM is 
deployed to localize and automatically build the environment 
of the quadrotor. Furthermore, to ensure the safety of the 
quadrotor while it flies close to the shelf, the LiDAR sensor will 
provide relevant distance information to the quadrotor. The 
SLAM technique guarantees the quadrotor to navigate itself 
safely in the warehouse environment, and ensures enough 
accuracy of the quadrotor to process the scanning task in the 
way of closing to the shelf. Once the quadrotor has flown in 
front of the shelf, the images of the goods will be captured 
simultaneously. Moreover, these images will be calibrated into 
accurate images in order to identify. Therefore, the modified 
tiny YOLOv3 neural network will be employed to recognize 
the goods. 

A. Image Scanning via the Quadrotor 
Due to the convenience of the fish-eye lenses used in such 

applications where a very wide angle of view is needed, the 
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Bebop2 quadrotor adopt the fish-eye lens as the lens of its front 
camera.  However, the use of this type of lens for measurement 
purposes has been limited owing to lacking of an accurate, 
generic, and easy-to-use calibration procedure. This results in 
that the modified tiny YOLOv3 cannot identify the commodity 
via its acquired images or its recognition rate may be extremely 
low because of distorted images. 

In order to solve the problem, we hence apply a simple 
method to allow the quadrotor catches the commodity images 
without blurring. During the quadrotor flying in front of the 
shelf, the image of the goods will be captured and these images 
will be calibrated into an restored image. Once these images are 
calibrated into accurate images, and the goods will be identified 
using modified tiny YOLOv3. Furthermore, the caught images 
about the shelf is also able to provide the inventory information 
to the inventory manager in order to proceed with process 
inventory management. The scanning task is designed in the 
following three steps: 

Step 1: Navigate the quadrotor safely 
The computing module TX2 which processes ORB-SLAM2 
algorithm navigates the quadrotor to the shelf.  

Step 2: Scan the goods’ images via the flight sequence 
The quadrotor will fly horizontally from one side of the shelf 
to another side. Afterwards, it will fly to the next flight height 
and repeat to fly from one side to another. During the flight 
sequence, the locations of scanned images can be recorded as 
well. 

Step 3: Complete the image scanning task 
Once the quadrotor has completed the scanning task, it will 
transmit the information to the computing module TX2 and 
recognize the goods. 

B. Fish-Eye Lenses Calibration for Goods Detection 
Due to significant images distortion, it would be hard to 

identify the goods through the images accurately. Therefore, it 
is necessary to calibrate the canned good images in order to 
identify and recognize the commodity. There are two major 
kinds of distortions: radial distortion and tangential distortion. 
Radial distortion causes straight lines to become curved, and 
causes the farther points from the center of the image to become 
larger. The effect of the radial distortion is described as follows: 

2 4 6
1 2 3(1 )distortedx x k r k r k r= + + +                   (1) 

2 4 6
1 2 3(1 )distortedy y k r k r k r= + + +                (2) 

Similarly, tangential distortion occurs because the lens of 
taken image is not aligned perfectly parallel to the imaging 
plane. The tangential distortion can be shown as below: 

2 2
1 2[2 ( 2 )]distortedx x p xy p r x= + + +               (3) 

2 2
1 2[ ( 2 ) 2 ]distortedy y p r y p xy= + + +            (4) 

To sum up, we need to accomplish the image calibration by 
finding the five parameters, known as distortion coefficients 
given by: 

1 2 1 2 3( )Distortion coefficients k k p p k=         (5) 

     
Figure 5. Some of raw fish-eye lens databases for calibration.

 

Aside from that, we need to some other information, like the 
intrinsic and extrinsic parameters of the camera. Intrinsic 
parameters are specific to a camera, and they include 
information like focal length (fx, fy) and optical centers (cx, cy). 
The focal length and optical centers can be used to create a 
camera matrix, which can be used to remove distortion due to 
the lenses of a specific camera. The camera matrix is unique to 
a specific camera, so once it has been calculated, it can be 
reused on other images taken by the same camera. The camera 
matrix is expressed by the following 3×3 matrix: 

0
0
0 0 1

x x

y y

f c
camera matrix f c

 
 =  
  

                    (6) 

Extrinsic parameters correspond to rotation and translation 
vectors which translates a coordinates of a 3D point to a 
coordinate system. Fig. 5 displays the three images from our 
“fish-eye lens” calibration process. 

IV. GOODS RECOGNITION USING MODIFIED TINY YOLOV3 
NEURAL NETWORK 

This section will investigate how to modify the YOLOv3 
network architecture in order to recognize the goods in our own 
inventory environments more quickly, how to use the modified 
tiny YOLOv3 neural network for goods detection and 
recognition efficiently, and how to recognize the goods in a 
laboratory-built inventory environment more accurately through 
fine-tuning the pre-trained YOLOv3 weights. Owing to the 
small and complex images of the goods, traditional object 
detection may not recognize these goods successfully. To 
circumvent the difficulty, the YOLO (You Only Look Once) 
deep neural network, which is benefited from its robust, 
powerful and deep neural network, can be exploited to solve this 
problem. This modified YOLO neural network with the 
light-weight and real-time properties is particularly suitable to 
be implemented in this proposed embedded system to achieve 
good recognition. Hence, the tiny YOLOv3, which is the 
light-weight version of YOLO, will be implemented in the 
NVIDIA Jetson TX2 to achieve the real-time detection 
capability. Furthermore, the pre-trained weights of YOLOv3 
will be fine-tuned with our own datasets in order to detect and 
classify the specific goods in the inventory environment. 

A. Describing the YOLOv3 NN 
The regular YOLOv3 makes use of only convolutional 

layers, making it a fully convolutional network (FCN). Being a 
FCN, YOLO is invariant to the size of the input image. It has 75 
convolutional layers, with skip connections and upsampling 
layers. No form of pooling is used, and a convolutional layer 
with stride 2 is employed to downsample the feature maps. This 



Hsiu-Chen Tsai and Ching-Chih Tsai 
Goods Recognition Using Improved Tiny YOLOv3 for an Autonomous Quadrotor in an Indoor Warehouse Environment 

18 

helps in preventing loss of low-level features often attributed to 
pooling. Typically, the features of the case for all object 
detectors learned by the convolutional layers are passed onto a 
classifier or regressor, which makes the detection prediction, 
such as coordinates of the bounding boxes (Bbox), the class 
label and etc. In the tiny YOLOv3, the prediction is done by 
using a convolutional layer, which uses convolutions.  

The output of the network is a feature map, and the size of 
the prediction map is exactly the size of the feature map before it, 
due to the used of 1×1 convolutions. The prediction map is that 
each neuron can predict a fixed number of bounding boxes. The 
principle of the YOLO neural network is to divide the input 
image into a S×S gird, and have (B×(5+C)) entries in the feature 
map. B represents the number of bounding boxes each neuron 
can predict. Each of these B bounding boxes may specialize in 
detecting a certain kind of object. Each of the bounding boxes 
have 5+C attributes, which describe the center coordinates, the 
dimensions, the objectiveness score and C class confidences for 
each bounding box. YOLO v3 predicts 3 bounding boxes for 
every neuron. If the center of the object falls in the receptive 
field of that neuron, each neuron of the feature map predicts an 
object through one of its Bboxes. 

Once the box confidence box and conditional class 
probability have been estimated, the class confidence score for 
each predicted box will be computed as: 

( ) ( ) ( )
( )

( )
( )

      

      

      

r i r r i

r i

r

r i

P class IoU P object IoU P class object

class confidence score P class IoU

box confidence score P object IoU

confitional class probabillity P class object

⋅ = ⋅ ×

≡ ⋅

≡ ⋅

=

 

where Pr(object) is the probability that the box contains an 
object, Pr(classi|object) is the probability that the object 
belongs to classi given an object is presence, IoU is the IoU 
(intersection over union) between the predicted box and the 
ground truth, and Pr(classi) is the probability that the object 
belongs to classi. For more details, each Bbox contains 5 
elements: offsets to the corresponding cell x and y; width w, 
height h of the image, and a box confidence score (x, y, w, h). 

B. Architecture Modification 
In order to achieve the real-time detection capability using 

the NVIDIA Jetson TX2, a computing board, we modify the 
tiny YOLOv3 neural network to recognize the goods on the 
shelf. In this subsection, we only implemented a faster, 
light-weight version tiny YOLOv3 network, which only used 
11 convolutional layers with shallower feature maps, as can be 
seen in Fig. 6 and 7. Table 1 shows the structure of the modified 
tiny YOLOv3 neural network. The basis for the revision is that 
the amount of computation required for convolution is large, 
and the categories is large, and the categories we use are less 
complex, so the number of convolution layers is reduced and 
the number of filters is reduced. After the experiment, the speed 
has met our needs, and the accuracy has not dropped too much 
because of the small category. 

 
Figure 6. Architecture of the modified tiny YOLOv3 NN. 

TABLE Ι  
STRUCTURE OF THE PROPOSED TINY YOLOV3 NEURAL NETWORK. 

Layer Filters Size/Stride Input Output 
0 conv 16 3*3/1 416*416*3 416* 416*16 
1 max   2*2/2 416*416*16 208*208*16 
2 conv 32 3*3/1 208*208*16 208*208*32 
3 max   2*2/2 208*208*32 104*104*32 
4 conv 64 3*3/1 104*104*32 104*104*64 
5 max   2*2/2 104*104*64 52*52*64 
6 conv 128 3*3/1 52*52*64 52*52*128 
7 max   2*2/2 52*52*128 26*26*128 
8 conv 256 3*3/1 26*26*128 26*26*256 
9 max   2*2/1 26*26*256 26*26*256 
10 conv 64 1*1/1 26*26*256 26*26*64 
11 conv 32  3*3/1 26*26*64 26*26*32 
12 conv 24 1*1/1 26*26*32 26*26*24 
yolo     
route 10 layer   
15 conv 32 1*1/1 26*26*64 26*26*32 
upsample  2x 26*26*32 52*52*32 
route 16 / 6 layer   
18 conv 128 3*3/1 52*52*160 52*52*128 
19 conv 24 1*1/1 52*52*128 52*52*24 
yolo     

Conv 3*3/1

Conv 3*3/1

Input image 416*416*3

Maxpool 2*2/2
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Figure 7. Modified tiny YOLOv3 Flowchart. 

C. Fine-Tuning of the Pre-Trained Tiny YOLOv3 NN 
To detect the customized object and increase the accuracy 

of the pre-trained tiny YOLOv3, we do fine-tuning of the 
network by our own datasets. First of all, the “various goods” 
dataset was created by using our own images from different 
scenes including outdoor, indoor and warehouse scenes with 
different lights and tonal.  After taking pictures, we labeled 
each of them by hands. To date, about 2000 images have been 
constructed with labelled data in our dataset. Fig. 8 displays the 
five images from our “Goods” dataset. After creation of our 
own dataset, the YOLOv3 will be fine-tuned with its weights by 
using NVIDIA Jetson TX2 GPU board. 
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(a)                                  (b)                                    (c) 

   
(d)                                   (e)                                   (f) 

   
(g)                                  (h)                                   (i) 

Figure 8. Various goods of our own datasets: (a) soymilk; (b) low sugur 
soymilk (LSsoymilk); (c) juice; (d) black tea (blackt); (e) green tea (greent); (f) 
ost soymilk (ost); (g) coke; (h) malz; (i) cookie. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 
This section presents the experimental results of the 

proposed autonomous quadrotor system in a demonstrative 
warehouse environment. The three experiments aim to show 
that the autonomous quadrotor system will complete the goods 
recognition task in the warehouse environment successfully. 
More importantly, the quadrotor will be shown able to fly in 
front of the shelf, scan the images of the shelf and carry 
high-performance computer board to recognize various goods 
by using the fish-eye calibration technique and modified tiny 
YOLOv3 neural network. 

A. Fish-eye Lenses Calibration 
The first experiment is conducted to show that the image 

calibration module is verified that it has ability to calibrate the 
images with fish-eye lens and chessboard into an accuracy 
image by using the proposed calibration algorithm. Fig. 9 
displays the original images of the chessboard and the results of 
the calibrated images. Fig. 10 illustrates the calibration result of 
one original image. As can be seen in Fig. 9 and 10, the fish-eye 
images were calibrated successfully despite of the image zoom 
in due to calibration. 

B. Modify and Fine-tuning of the Tiny YOLOv3 Network 
The second experiment aims to examine whether the tiny 

YOLOv3 is successfully find-tuned with our own dataset. Fig. 
11 shows the training curve, loss function and the mean average 
precision (mAP) of the network. The loss function continuously 
decayed and mAP was kept rising until the critical value was 
reached, during our training process. The result in Fig. 11 and 
Table 2 indicates that the tiny YOLOv3 has been successfully 
find-tuned with our own dataset. 

C. Goods Recognition via Modified Tiny YOLOv3 Network 
The third experiment is devoted to investigating if the 

fine-tuned modified tiny YOLOv3 network has the ability to 
identify various goods in the image. Fig. 12 depicts the 
recognition results of tiny YOLOv3 network, thereby showing 
that the network is capable of detecting and localizing the 
goods in different view angles and scenes. Furthermore, Fig. 13 
shows that this network is able to detect various goods. 

  

  
Figure 9. Comparison of original and calibrated images for the calibration 

chessboard. 

  
Figure 10. Original image and its calibrated one. 

TABLE II 
COMPARISON OF MAP AND RECALL USING YOLOV3-TINY AND 

YOLOV3-LIGHT 
 mAP (mean average precision) recall time (s) 
YOLOv3-tiny 98% 90~95% 0.056 
YOLOv3-Light 96% 88~93% 0.028 

 
Figure 11. The mAP and loss function of the training process. 

  

  
Figure 12. Recognition for incomplete goods with different angles. 
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Figure 13. Various and partially occluded drinks Recognition. 

    
Figure 14. The experiment of inventory management APP for Android mobile 

phones. 
D. Inventory Management System 

Once the goods have been recognized using the modified 
tiny YOLOv3, the goods information will be transferred to the 
inventory system via Bluetooth. Since the autonomous 
quadrotor system is regarded as a transmitter, this system is 
used to transfer these goods information. The receiver of 
inventory system is an APP in an Android mobile phone, in 
order to have the advantages of convenience, flexibility and 
portability. Fig. 14 shows the Android APP working for the 
scenario in Fig. 13. 

VI. CONCLUSION AND FUTURE WORK 
This paper has presented an autonomous quadrotor system 

with an improved tiny YOLOv3 neural network in indoor 
warehouse, in order to allow the system to scan goods, process 
the fish-eye calibration algorithm, execute the modified tiny 
YOLOv3 object detection, and ORB-SLAM2 algorithms. The 
autonomous quadrotor system has been implemented in the 
ROS environment.  The quadrotor with an onboard camera has 
been exploited for scanning the images of the shelf and sending 
back these images to the computing module, NVIDIA Jetson 
TX2. The high-performance computing module has been 
shown to work well to process the fish-eye calibration 
algorithm and modified tiny YOLOv3 neural network. Through 
experimental results, the system has shown its effectiveness in 
recognizing the commodity in an indoor warehouse. An 
interesting topic for future work would be to integrate scanning 
trajectory method and a point of sales system into a more 
complete system. 
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Abstract—This article introduces the behavior development of 

a flip-and-leap gait in an RHex-style hexapod robot. Owing to the 
dynamic characteristics of the behavior, as well as the limited 
actuation freedom of the RHex-style robot, the development relies 
on understanding the dynamics of the robot through its 
reduced-order representation. The model consists of a planar 
rigid body and three spring-loaded compliant rolling legs. The 
parameters and initial motion conditions were varied to evaluate 
the dynamic response of the model, providing the control hint to 
initiate such behaviors. The proposed strategy was experimentally 
validated, and the results confirm that the RHex-style robot can 
perform a flip-and-leap behavior, which could be useful for 
negotiating harsh terrain. 

Index Terms—hexapod robot, model, flipping, leaping, gait 

I. INTRODUCTION 
IONICS [1-8], getting inspiration from nature to solve 
technological problems, has not been out of fashion in 

science research since it was proposed in the 1960s. The 
application of bionics is extremely broad. For instance, the 
design and construction of interior space in a hospital were 
inspired by the anti-microorganism skin of sharks, and the 
environmentally friendly structure without an air-conditioning 
system was inspired by a climate control behavior performed 
by termites. 

The hexapod robot, or RHex [9], is a classic application of 
robotics in bionics, as shown in Fig. 1(a). Developed from 
observing and intimating the motion of cockroaches, though 
RHex only has one rotational degree-of-freedom per leg, it is 
good at negotiating challenging terrains. With powerful motors, 
a high-capacity battery, and diverse sensors, the robot can 
complete behaviors. It can also carry out advanced missions 
such as going up and down stairs, climbing over an obstacle, 
and self-righting as it falls over [10]. Some researchers have 
replaced the legs with other shapes or materials for special 
purposes. For example, AQUA could swim underwater with 
fins [11], and the Wheel-RHex moves smoothly and efficiently 
on a flat floor using changeable wheels. Moreover, there are 
robots developed for military use with waterproof, anti-dust 
aluminum cases, larger battery capacity and more powerful 
motors, such as Rugged RHex.  

In addition to a variety of novel mechanism designs, the gait 
design enables the robots to have greater agility for negotiating 
the environment. Some dynamic behaviors have been 
conducted with RHex, such as running [12], stair ascent [13, 
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14], stair descent [15], bounding [16], pronking [17], 
self-righting [10], and leaping [18], by finding an appropriate 
state sequence. In this research, we focused on the flipping and 
leaping gait for the advantages of its outstanding ability to 
negotiate obstacles. For a hexapod robot, flipping provides 
great vertical displacement for the body centroid and allows the 
robot to perform more complicated actions. However, as terrain 
becomes rougher, leaping becomes more appropriate because it 
requires little ground contact to overcome the terrains. 
Therefore, the development and combination of a flipping and 
leaping gait improves the traversing ability of RHex. 

Based on our previous model-based strategy for initiating a 
robot’s dynamic behavior, we aimed to understand the 
flipping/leaping mechanism. More specifically, a planar 
rigid-body model with three compliant C-shaped legs was 
constructed so that the force and moment, as well as the 
resultant motion to the body, could be investigated. The model 
had spring-loaded compliant legs with rolling contact, and the 
configuration was similar to the two-rolling-leg model as 
previously reported [19]. Compared with a previous study of 
running [12] and running-to-leaping maneuvers [18] in a 
hexapod robot, this study explored a wider parameter domain 
and focused on the key factors that determined the initiation of 
either leaping or flipping behaviors from a resting and running 
posture. The contributions of the study include 1) analysis of 
the parameters that affect the model’s leaping or flipping 
behaviors; and 2) a model-based approach so that the empirical 
robot can perform the desired behavior without exhaustive 
searching or testing. 

The remainder of this paper is organized as follows: Section 
II introduces the flipping gait algorithm; Section III describes 
the simulation settings and the consequences of the model with 
varying parameters; Section IV reports the experimental results 
using an RHex robot; and Section V concludes the work. 
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Figure 1. The RHex-style robot: (a) in resting posture and (b) in erect posture.  
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II. FLIPPING AND FLIPPING-RELATED GAITS ALGORITHM  

A. Introduction of Flipping and Flipping-Related Gaits 
The flipping model was symmetric with respect to the 

x-axis along the long side of the body, as defined in Fig. 1(a), 
whereas the rotational axis was parallel to the y-axis. During 
the flipping process, the robot first lies down with the end of the 
legs touching the ground, as shown in Fig. 2(a). Next, the robot 
tilts the body with one end on the ground by giving the rear legs 
a torque command, as shown in Fig. 2(b). After a delay of 
several hundred milliseconds, the robot gives the middle and 
fore legs torque commands to increase the body pitch, denoted 
as θy, until flipping upside down, as shown in Fig. 2(c). After 
that, the six legs are set in the same phase, or what is called a 
standing posture, to prepare for landing, as shown in Fig. 2(d) 
and (e).  

Continuous flipping combines the flipping and the reverse 
flipping, which uses the reverse of the execution sequence of 
each leg with opposite phase already mentioned, which enables 
the robot to flip back and forth to overcome obstacles such as a 
high step or a ditch. Alternatively, the flip-to-erect gait, as 
shown in Fig. 3, was used to stop the procedure while the body 
was maintained vertical by the fore legs, and it could be utilized 
to initiate further dynamic gaits. 

B. The Flip-and-Leap Gait 
The flipping gait, however, cannot make the robot move 

forward since the reacting forces from the ground are vertical, 
so the robot could only move up and down. Therefore, we 
further developed the flip-and-leap gait for the robot to leap 
forward and even leap up a step. The flip-and-leap gait is 
completed through a process of chained gaits, including tripod, 
flipping, and leaping. The detailed procedure, as shown in Fig. 
4, could be separated into the following four steps: 

1) RHex walks by tripod gait to the setting location where the 
robot is going to flip. 

2) The robot makes a small leap, thrust by the set of all legs 
striking the ground (the first section of the leaping gait). 
The purpose of this small leap is to synchronize the phases 
of the six legs for the upcoming flip. Additionally, the 
increment of the body pitch during the small leap is also  

 
Figure 2. Flipping procedure initiated from (a) the resting posture; (b) and (c) 
the body was tilted through the sequence impulse driven by the rear legs, 
middle legs, and fore legs. Afterward, (d) the phases of the legs were 
synchronized to perform (e) the standing gait for landing.  

 
Figure 3. Flip-to-erect procedure initiated from (a) the resting posture. Next, (b) 
and (c) are the chronological impulses from the rear legs, mid legs, and fore 
legs that tilted the body. Finally, (d) the body was vertically maintained using 
the fore legs. 

the key variable for the flipping afterward. 
3) While the rear legs hit the ground, the robot executes the 

flipping gait by triggering the rear, middle, and fore legs 
chronologically. As the body lifts off the ground, the 
phases of the fore legs are set to the initial position for 
leaping.  

4) Following the perception at the best pitch angle after the 
robot flips 90 degrees, the front legs step on the ground and 
push the robot forward and upward, which allows the robot 
up the step without leaning. 

III. SIMULATION OF THE FLIP-AND-LEAP GAIT  

A. Simulation Using the R-SLIP Model 
To optimize the variables for triggering the complex 

flip-and-leap gait, we disassembled the complete flip-and-leap 
procedure into different sections and utilized the planar model 
with different initial conditions to evaluate the performance 
outcome. Among several template-style models, such as SLIP 
[20, 21], SLIP-T [22], and SLIP-R [23], we found that the 
successor of the R-SLIP [12], the TDR-SLIP [24] which 
configures a linear torsional spring and damper on an 
approximately half-circular, massless, and compliant rolling 
leg is resemble to the RHex leg, so it was adopted in the 
simulation. The simulation was implemented on MATLAB 
Simulink with separated subsystems, which simplified the 
process of deriving equations of motion under the complex 
combination of different gaits. 

The planar model could move freely in the space and had a 
six degree-of-freedom (DOF) joint connected to the world 
frame, which provided geometric constraints and contact forces. 
We connected the solid body and legs of the robot to the sphere 
to plane force block introduced in the Contact Forces Library, 
and it was able to translate and rotate between the world frame  

 

Figure 4. The sequential motion and a flow chart of the flip-and-leap behavior: 
(a) tripod walking/running, (b) small leaping, (c) flipping, and (d) leaping. 
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and the body frame. The knee joints were actuated by input 
torque profiles to implement the flipping and leaping gait, and 
the data, including the pitch angle θy, pitch angular velocity yθ , 
and position and velocity of center of mass (CoM), were 
recorded for analysis. Here, we will focus on the leaping gait 
specifically since it is more complicated than others. 

B. Analysis of the Flipping Gait 
We explored the optimized body movement in the flipping 

gait with different parameters. The flipping gait involves three 
phases: the actuation of the rear legs, the middle legs, and the 
fore legs. The motion of each leg was commanded through 
torque control, and each motor performed maximum output 
with the same trajectory. The command latency for a separated 
set of legs, denoted as Trear, Tmiddle, and Tfore, was the key for 
successful flipping. Without a proper delay time, the robot 
might leap height without flipping or could not overcome the 
gravitational force to flip upside down. 

We started the analysis by assuming that Tmiddle and Tfore are 
independent and then plotted the variation of pitch angle θy 
under the different Tmiddle  and Tfore, as shown in Fig. 5(a) and (b). 
We thus obtained a set of command latency with which the 
robot can achieve the maximum pitch angle θy. 

To substantiate the assumption that Tmiddle and Tfore are 
independent, a trial simultaneously considered both variables, 
as shown in Fig. 6. The color plot represents the value of 
maximum pitch angle θy found among the time-sequence data. 
The variation trend of either Tmiddle or Tfore was roughly similar 
as the other parameter varied, and hence, we assumed the 
variables to be independent for simplification. Note that we did 
not always apply the best result from the simulation because the 
circumstances might require a specific initial condition during 
practical cases.  

C. Analysis of Leaping Gait 
In this section, we further discuss the dynamic effect of the 

leaping gait with different changes, including initial pitch angle, 
initial angle and stiffness of torsional springs on the leg, and the 
influences on the assistance of the fore and middle legs. 

1) Initial Pitch Angle 
0,y tθ  

Because the leaping gait came after the flipping gait, we 
assumed that the robot had fallen from the upright position. 
In consequence, it had a higher initial pitch angular 
velocity 

0,y tθ  with smaller initial pitch angle 
0,y tθ . When 

the 
0,y tθ  went smaller, the friction was not enough to turn 

yθ  back because of the high yθ , and the robot fell to the 
ground shortly after the start. In contrast, as the 

0,y tθ  
became larger, the duration of contact between the legs and 
the ground became longer and caused the robot to fall 
backward. Thus 

0,y tθ  should be carefully selected so that 
the robot can leap as high as possible. Fig. 7(a) shows the 
CoMg and θy with different 

0,y tθ . Thus, the proper 
0,y tθ  was  

chosen to be about 40 to 45 degrees. 

 
Figure 5. The pitch angle of the model under variations of (a) Tmiddle and (b) Tfore. 

 
Figure 6. The maximum θy of the model with different Tmiddle and  Tfore. 

2) Initial Angle of Torsional Springs on the Legs 
The initial angle of torsional springs on the legs affected 
the normal force from the ground and the contact time 
between the legs and the ground, which contributed to the 
θy and CoMz as mentioned in 1). Fig. 7(b) shows the 
relationship of CoMz and θy with different initial angles of 
the torsional springs. The trend of the data matched the 
above prediction. 

3) With Actuation of Fore and Middle Legs 
When performing a standing long leap, we swung the arms 
to increase the forward inertia using the remaining four 
legs. We utilized a step function to trigger the knee angle 
for simplicity, and the only variable was the final knee 
angle position, as shown in Fig. 7(c). As the final knee 
angle approached 270 degrees, the  CȯMx went higher with 
the rise of CoMz.  
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4) The Stiffness of the Torsional Springs on the Legs 
The characteristics of the legs may affect the dynamics of 
the robot, and the selection of different stiffnesses of the 
torsional spring joint of the legs influenced the energy 
consumption and the normal force from the ground. Fig. 
7(d) shows the plot of CoMz to CȯMx under varied 
stiffnesses of the torsional springs. The robot had a larger 
CȯMx and higher CoMz as the stiffness was increased 
because the springs had a dampening effect and absorbed 
more energy with less stiffness. 

IV. EXPERIMENT 
The RHex-style robot shown in Fig. 1(a) was used to 

evaluate the performance of the flip-and-leap gait developed 
and simulated as previously discussed. A six-axis inertial 
measurement unit (IMU) was installed in the robot, which 
allowed the feedback of the pitch angle θy. 

In this case, the time delay between each pair of legs in the 
flipping section was selected from the optimization discussed 
in the Section III. The Tmiddle and Tfore were selected to be 40 and 
45 ms. The experiments showed that the robot successfully 
flipped while consuming less energy. Similarly, the leaping 
pitch angle θy was also given by the successful simulation data, 
which in this case was 130 deg. The final stages of the flipping 
gait were the main factors that determined whether the 
flip-and-leap gait was successful. Therefore, the parameters for 
controlling the flipping gait were tuned precisely to ensure that 
the flip-and-leap gait would not fail. Fig. 8(a) is a sequence of 
snapshots taken during the flipping experiment, and Fig. 8(b) is 
the corresponding simulation in Simulink. Most of the 

characteristics of the flipping gait in the experiment and the 
simulation were similar. Due to the energy loss of the slipping 
condition between the feet and the ground, the maximum height 
of flipping in the experiment was slightly lower than in the 
simulation. 

The RHex robot needed to process the IMU data in order to 
determine the timing of leaping. A trivial approach was to 

directly multiply the zCoM


 by the cosθy. When the robot was 

horizontal, zCoM


 should equal the gravity acceleration 
constant. In our case, the pitch angle of 130 degrees at the 
beginning of the leaping gait was required, so the leaping gait 

should be triggered when zCoM


= −6.3057 (m/s^2). The IMU 
data of the flipping gait are shown in Fig. 10, where the unit of 

CoM


 was the gravity acceleration constant. The outcome 
showed that the IMU data were followed by a lot of signal 
noise.  

Further filtering techniques for a more precise triggering 
point led to latency problem. Therefore, we chose to integrate 

yθ  for a more accurate estimation of θy, and the robot triggered 
the leaping gait with precise timing. Fig. 9(a) shows the 
sequence of snapshots during the flip-and-leap experiment, and 
Fig.9 (b) shows the sequence of the leaping simulation. When 
the elastic potential energy of the fore pair of legs reached a 
maximum, the legs underwent a tremendous deformation, 
which caused the distortion of the R-SLIP model. Therefore, 
the robot in the simulation could not leap as high as in the 
experiment. 

 

Figure 7. Relations of CoMz-θy and CoMz - CȯMx of the model under parameter variations: (a) initial pitch angle 
0,y tθ ; (b) initial angle of torsional springs; (c) 

actuation of fore and middle legs; and (d) the stiffness of the torsional spring. 
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V. CONCLUSION 
In this paper, we introduced applications based on the 

flipping gait. Also, we reported on the methodology to optimize 
the parameters to trigger the flipping and leaping gaits using the 
R-SLIP model on Simulink, and further realized the gaits on 
RHex. 

To minimize the distortion of the R-SLIP model, we placed 
the torsional spring position at 50 degrees with respect to the 
motor shaft and the center of the leg. The parameters, including 
Tmiddle, Tfore, 

0,y tθ , angle of torsional spring, actuations of 
middle legs and rear legs, and stiffness of the torsional springs, 
were tuned and compared in the simulation. Using the 
optimization process mentioned in Section III, our robot 
successfully accomplished the flip-and-leap motion. 

Note that although the optimized 
0,y tθ  was about 40 to 45 

degrees, the result was based on the need of highest leaping 
height. In fact, the robot could adjust the parameters of the 
leaping gait according to the shape of the stairs to adapt to the 
terrain and thus increase the efficiency. 

A further process of introducing better sensory feedback 
would allow the robot to know the distance from the target step 
and allow it to trigger the flip-and-leap gait automatically, 
providing more versatile usage in the future.  

MULTIMEDIA 
A video of the flipping and leaping with RHex is available at 

https://youtu.be/1DFbDnFpfCs. 

 
Figure 8. (a) The sequence of snapshots of the robot in the flipping experiment, and (b) the corresponding simulation in Simulink.  

 
Figure 9. (a) The sequence of snapshots of the robot in the flip-and-leap experiment, and (b) the corresponding simulation in Simulink. 
 

 
Figure 10. The IMU data of the robot in flipping. The blue and red curves represent raw data and filtered data, respectively.  

https://youtu.be/1DFbDnFpfCs
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 Abstract—This paper presents techniques and methodologies 
to address the three-dimensional (3D) SLAM problem by using an 
indoor Mecanum-wheeled omnidirectional robot (MWOR) and 
the Robot Operating System (ROS) middleware. The 
experimental mobile robot is equipped with one Linux-based TX2 
computing board, one RealSense RGB-D camera, one LiDAR and 
an open-CR control board and ROS software, where the LiDAR is 
used to achieve obstacle avoidance.  This  mobile robot uses an 
improved complete-coverage exploration algorithm, an improved 
RRT algorithm,  and an existing RGB-D SLAM algorithm to 
builds its 3D environment map, which will be transmitted to a host 
computer through topic in ROS via a wireless network. The 
effectiveness and usefulness of the proposed 3D SLAM method 
together with the improved RRT algorithm are exemplified by 
conducting several experiments on the experimental MWOR. 

 Index Terms—Exploration, Mecanum-wheeled omnidirectional 
robot (MWOR), ROS (Robot Operating System), RGB-D SLAM 
(Simultaneous Localization and Mapping). 

I. INTRODUCTION 
N recent years, ROS (Robot Operating System) [1-3], 
developed by Stanford Artificial intelligence lab, has received 

increasing popularity in robotics community. ROS has made 
extraordinary contributions to provide several solutions for 
robotics, such as motion control, SLAM, navigation, and 
exploration. ROS is one of the widely used middleware to 
develop robotics applications and represents an important 
milestone in the development of modular software for robots. It 
now has gained wide currency for the creation of working 
robotic systems, initially in the laboratory but now also in 
industry. In ROS, a node is defined as an application, and 
different nodes are able to communicate with each other through 
topic, service, and action in ROS. ROS contains many open 
source packages including OROCOS, OpenRave, Player, 
OpenCV, OMPL, and Gazebo, which are able to accelerate 
advanced research on robotics. To date, ROS has been applied 
in many research areas and industrial applications [4-6]; in 
particular, SLAM in ROS has received much attention over past 
and present decades due to its really successful applications 
such as cleaning robot, unmanned aerial vehicle (UAV), drone, 
automatic ground vehicle (AGV), and so on. 

SLAM technique is indeed a chicken-or-egg problem which 
a robot acquires a map of its environment and simultaneously 
localizes itself relative to the map. The SLAM problem has been  
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Figure 1. Mecanum-Wheeled Omnidirectional Mobile Robot. 

widely addressed by many approaches proposed by researchers. 
Generally speaking, these methods can be classified into four 
paradigms: Kalman-filter-based, particle-filter-based, 
graph-based and visual SLAMs [7-9]. Furthermore, visual 
SLAMs can also be divided into three types; sparse, semi-dense 
and dense SLAM. For example, RGBD SLAM, one of the dense 
visual SLAM methods, can be done by using camera and 
odometry information generated from the mobile robot [10]. 

The papers in [11-14] show the most important task of 
autonomous exploration for a mobile robot is to determine a 
desired motion position of the robot in the next step such that 
such a robot can obtain the most unknown and correct 
environmental information with the shortest collision-free path 
in the global scope. 

Obviously, a successful SLAM technique is often 
accompanied with an exploration algorithm in [15-20]. 
Accordingly, the mapping of an unknown environment heavily 
relies on an efficient and effective exploration algorithm to build 
its environment map. 

The definition of the feature is that no matter how you rotate 
the image or change the distance to the image, the features will 
still remain unchanged and these are called rotation invariance 
and scale invariance. There are various kinds of 
rotation-invariance and scale-invariance feature detection 
algorithms such as SIFT, SURF, ORB, HOG, LBP, and Harr. In 
this paper, SURF is selected as our feature detection algorithm 
to identify matched features on different maps. 

The motivation of this paper is that the mobile robot in the 
unknown environment is unable to autonomous movement in 
the environment. Therefore, we need to three dimensional 
SLAM techniques and exploration algorithm in order to build a 
map of the unknown environment. Hence, the objectives of this 
paper is to develop an integrated mobile exploration system that 
has capability to autonomously explore unknown environment 
and build the 3D map via existing RGB-D SLAM technique, 
thus enabling a mobile robot to have autonomous navigation in 
any indoor environment. 
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Figure 2. Major components and signal flow of the experimental MWOR. 
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The rest of the paper is organized as follows. Section II 
describes the proposed system architecture equipped with 
appropriate hardware and software. Section III provides the 
detailed descriptions of the used RGB-D SLAM. In Section IV, 
a complete coverage exploration algorithm is proposed to 
achieve exploration goal. In Section V, simulation show the 
effectiveness of the proposed method with the RGB-D SLAM. 
Experiment results are conducted in Section VI. Finally, Section 
VII concludes this paper. 

II. SYSTEM ARCHITECTURE 
This section aims to introduce the system architecture of the 

experimental robot in the following three subsections. One is the 
illustration of the used robot, the other is the description of the 
established software system composed of the ROS framework, 
and another is the workflow of our robots’ exploration. Below 
are the detailed descriptions of the three main ideas. 

A. Hardware Devices  

As shown in Fig. 1, the used MWOR works as main 
experimental platform for testing the proposed exploration and 
SLAM method. The experimental MWOR is equipped with 
Linux (Ubuntu 16.04) carried out by the onboard TX2. This 
MWOR based on the ROS (Robot Operating System), 
middleware enables to be equipped with one RealSense D435i 
for sensing landmarks in the environment. The information of 
landmarks is then transferred to the laptop computer through 
WiFi. OpenCR1.0 control board is employed to calculate 
kinematics and odometry for the used MWOR. The TX2 
computing module is employed to obtain odometry information 
of the robot through USB connect and pass it to the laptop. 
Exploration algorithm will also be delivered to the robot from  

MWOR
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RealSense 
D435i

Open CR

UART UART

UART

RS-485

 
Figure 4. System configuration of MWOR. 
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Figure 5. Connection of the overall robotic software using ROS. 

the laptop through TX2. The overview structure of our hardware 
devices is shown in Fig.2. The system configuration of the 
MWOR as shown in Fig.4. 

B. Software Structure  

The basic structure of our robot control system is based on 
ROS. ROS starts with the ROS Master. After all other ROS 
pieces of software (Nodes) registers under the ROS master, all 
ROS nodes are able to find and talk to each other via ROS 
message type including Topic, Service, and Actionlib, as shown 
in Fig 3. The laptop is used to run the ROS Master to monitor 
condition of the WMOR. After the robot acquires the 
information from the environment, it will be sent to the laptop to 
make further processing and utilization. 

Fig. 5 depicts the connection of the overall robotic software 
using the ROS. ROS is mainly based on Ubuntu operating 
system. The ROS Master is opened in the laptop. All the 
required ROS Nodes will be registered under the ROS Master. 
Messages between ROS Nodes are transmitted through ROS 
Topic. After the host computer gets the LiDAR scanning data 
and odometry from TX2, it will start to execute RGB-D SLAM 
algorithm to build the map of the environment, and the 
exploration algorithm for the robot to explore unknown 
environment. 
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Figure 6. Flowchart of RGB-D SLAM. 

III. RGB-D SLAM 
This section is devoted to analysis and implementation of the 

proposed RGB-D SLAM. The flowchart of RGB-D SLAM is 
shown in Fig.6. The first part will illustrate RGB-D SLAM 
algorithm. The second part elucidates the exploration algorithm. 

A. SLAM 
SLAM is a technique of estimating robot trajectory 

st=s1,…,st, and the map Θ=θ1,…,θN given the observation zt, 
motion ut and data association variables, nt=n1,…,nt, which 
specifies the identity of the landmark observed at time t. 

B. Location Creation  
Using OpenCV, speeded-up robust features (SURF) are 

extracted from the images to derive visual words. Each visual 
word of the vocabulary refers to a single SURF feature’s 
descriptor. Every SURF feature has a strength referred to as 
feature response. The feature response is used to choose the 
most prominent features in the image. 

C. Weight Updating  
To update the weight of the acquired location, is compared 

with the last one in STM, and similarity degree is evaluated by 
using 

( )
,   

,  
,   

t c
t

t c
C

pair
Z Z

Z
t c

pair
z Z

Z

N if N NN
s z z

N if N NN

 ≥= 
 <


                   (1) 

where Npair is the number of matched word pairs between the 
compared location signatures, and 

tZN  and 
cZN  are the total 

number of words of signature tZ  and the compared signature 

cZ , respectively. 

D. Bayesian Filter Updating  
The role of the discrete Bayesian filter is to keep track of 

loop-closure hypotheses by estimating the probability that the 
current location matches one of an already visited location 
stored in the working memory (WM).The time index that is 
associated with the newest location in working memory (WM), 
expressed as follows 

TABLE I 
THE PSEUDO CODE OF LOCATION CREATION PROCEDURE. 

1. Algorithm create location L with image I  

2. Procedure LOCATIONCREATION(I) 

3.   f ← detect a maximum of max FeaturesT  SURF features from image I 

with SURF features response over responseT . 

4.   d ← extract SURF descriptors from I with features f . 

5.   Prepare nearest-neighbor index. 

6.   z ← quantize descriptors d  to vocabulary 

7.  L ← create location with signature z  and weight 0 

8.   return L  

9. end procedure 

TABLE II 
 THE PSEUDO CODE OF RETRIEVAL 

1. Retrieve neighbors of L from LTM to WM  

2. Procedure RETRIEVAL(L) 

3.   rL ← load a maximum of two neighbor of L from LTM. 

4.   Add reference to rL  for words in rz  still in vocabulary. 

5.   Match old words of rz  to current ones in vocabulary. 

6.   Not matched old world of rz are added to vocabulary. 

7.   Insert rL  into WM 

8. end procedure 

1
1 1

1
( | ) (Lt | S ) ( | ) ( | )

nt
t t

t t t t t
i

p S L p p S S i p S i Lη −
− −

=−

= = =∑     (2) 

E. Loop-Closure Hypothesis Selection  
When p(St|Lt)  has been updated and normalized, the highest 

loop-closure hypothesis St=i of p(St|Lt) is accepted if the new 
location hypothesis p(St=-1|Lt) is lower than the loop-closure 
threshold Tloop (set between 0 and 1).When a loop-closure 
hypothesis is accepted, Lt is linked with the old location Lt: the 
weight of Lt is increased by the one of Lt, the weight of Lt is reset 
to 0, and a loop-closure link is added between Lt and Lt. The 
loop-closure link is used to get neighbors of the old location 
during retrieval and to set up the transition model of the Bayes 
filter. 

F. Retrieval  
After loop-closure detection, neighbors not in WM of the 

location with the highest loop-closure hypothesis are transferred 
back from long-term memory (LTM) to WM. In this paper, 
LTM is implemented as a SQLite3 database in Table 2. In Table 
2, the link type tells if it is a neighbor link or a loop-closure link. 

When locations are retrieved from LTM, the visual 
vocabulary is updated with the words that are associated with 
the corresponding retrieved signatures. Common words from 
the retrieved signatures still exist in the vocabulary; therefore, a 
reference is added between these words and the corresponding 
signatures. 
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TABLE III 
 THE PSEUDO CODE OF RRT 

Algorithm BuildRRT 

  Input: Initial configuration qinit, number of vertices in RRT K, 

incremental distance Δq) 

  Output: RRT graph G 

  G.init(qinit) 

  for k = 1 to K 

    qrand ← RAND_CONF() 

    qnear ← NEAREST_VERTEX(qrand, G) 

    qnew ← NEW_CONF(qnear, qrand, Δq) 

    G.add_vertex(qnew) 

    G.add_edge(qnear, qnew) 

  return G 
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Figure 7. Flowchart of Cooperative 3D SLAM. 

G. Transferring  
When processing time for an image is greater than, the 

oldest locations of the lowest weighted ones are transferred from 
working memory (WM) to long-term memory (LTM). To be 
able to evaluate appropriately loop-closure hypotheses using the 
discrete Bayesian filter, neighbors of the highest loop-closure 
hypothesis are not allowed to be transferred. 

IV.  COOPERATIVE 3D SLAM 
This part will use the Rao-Blackwellized Particle Filters 

(RBPF) to complete SLAM in an indoor scenery, and merge 
measured data taken from the LiDAR and Intel RealSense 
D435i, which are exploited to respectively build 2D and 3D 
maps. The main flow chart of this work is shown in Figure 3.4. 
The pose estimation and mapping of the indoor environment 
involves two steps, which are prediction step and correction step. 
In the prediction step, the RBPF is utilized to fuse the 
measurements of the odometry and matching data from the 
LiDAR and Intel RealSense D435i camera, in order to construct 
a cooperative 3D map. In the correction step, the particle filters 
algorithm is then used to relocate the robot pose so as to update 
the cooperative 3D map. Fig.7 describes flowchart of 
Cooperative 3D SLAM. 

 

TABLE IV 
 THE PSEUDO CODE OF IMPROVED RRT 

Algorithm BuildRRT 

  Input: Initial configuration qinit, number of vertices in RRT K, 

incremental distance Δq) 

  Output: RRT graph G 

D. init(qinit) 

qrand, qnear, qnew ←φ ; 

1.for k = 1 to K 

2. qrand ← RAND_CONF() 

3.qnear ← NEAREST_VERTEX(qrand, G) 

4.qnew ← NEW_CONF(qnear, qrand, Δq) 

5. Collision detection for qnew to qnear 

6. If there is no collision 

5.G.add_vertex(qnew) 

6.G.add_edge(qnear, qnew) 

7. If qnew=qgoal or qnew and qnear will be surrounded by qgoal 

8. path←fillSolutionPath(edges,vertices); 

9. endif 

10. endfor 

11.pathSmooth  ←smooth(map , qnear, qnew ,path) 

  return G 

V. IMPROVED EXPLORATION ALGORITHM 
In the unknown environment, the mobile robot needs to find 

a complete-coverage way to exploration environment. 
Therefore, we use a rapidly exploring random tree (RRT), which 
is an algorithm designed to efficiently search nonconvex, 
high-dimensional spaces by randomly building a space-filling 
tree. The tree is constructed incrementally from samples drawn 
randomly from the search space and is inherently biased to grow 
towards explore unknown. The MWOR based on the RRT 
exploration algorithm to build environment map. 

Due of the randomness of RRT sampling, the result of path 
has many redundant nodes, which increases the length of the 
path. Therefore, intuitive idea deletes redundant nodes. 
Calculate the distance between each node, and using the triangle 
inequality. The replaced path is shorter and the intermediate 
redundant nodes can be cropped. Using this modified method, it 
makes the path smoothly and also make the mobile robot reduce 
time to explore of environment. 

VI. SIMULATION AND DISCUSSION 
This section aims to verify the proposed improved RRT 

exploration algorithm by conducting experiments on the 
experimental MWOR. Fig.8(a) illustrates the unknown  
environment. Fig.8(b) shows the exploration path obtained 
from the  conenetional RRT algorithm, and Fig.8(c) shows the 
exploration path  found by the improved RRT algorithm. As can 
be seen in Fig.8(b) and Fig.8(c), it is obvious that the 
exploration path in Fig.8(c) is more smooth than that in Fig.8(b), 
thus showing that the improved RRT is capable of find a more 
mooth path. 
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(a)                                  (b)                                  (c) 

Figure 8. (a) Unknown environment. (b) Exploration path obtained from the 
original RRT algorithm. (c)  Exploration path obtained from the improved RRT 
algorithm.  

VII. EXPERIMENT AND DISCUSSION 
This section aims to present experimental results of the 

RGB-D SLAM with the improved RRT exploration algorithm 
for the MWOR. Fig. 9 shows the experiment process of using 
improved RRT exploration algorithm. Using improved RRT 
exploration algorithm can reduce time of exploration. Fig.10. 
shows the built 3D map of the proposed RGB-D SLAM with the 
improved RRT algorithm, (a) Top view. (b) Side view. Fig.11. 
depicts the fusion of 2D and 3D maps by the cooperative 3D 
SLAM method. 

VIII. CONCLUSIONS AND FUTURE WORK 
In this paper, an RGB-D SLAM along with an improved 

RRT exploration method has been proposed to achieve 3D 
SLAM for a Mecanum-wheeled omnidirectional mobile robot 
(MWOR).   With the ROS system. The MWOR has used the 
improved RRT exploration algorithm to explore unknown 
environment, and exploited the well-known RGB-D SLAM 
algorithm to build the 3D map of the experimental environment 
at the same time.    In the future work, it would be to refine the 
exploration strategy and use multiple mobile robots to cooperate 
explore and build unknown environments by their 3D maps. 

 
Figure 9. Experiment process of using improved RRT exploration algorithm. 

    
(a)                                                         (b) 

Figure 10. Built 3D map of the proposed  RGB-D SLAM  with the improved 
RRT algorithm, (a) Top view. (b) Side view. 

 
Figure 11. Fusion of 2D and 3D maps by the cooperative 3D SLAM method. 
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 Abstract—During the past few decades, support in the daily 
activities of disabled and elderly community has become a serious 
global problem. The rapid growth of people with disabilities in 
society requires caregivers to facilitate them in their day-to-day 
activities. Healthcare services especially caregiving, is very costly 
and includes high risk of injuries. Mobility aids are a key tool for 
moving the disabled person, which empower the disabled to be 
moved and decrease the injury risk for both disabled and the 
caregiver, mainly in the bedroom and bathroom. Accessibility to 
food is another problem faced by these people at home. Therefore, 
feeding robots are of significant importance towards assisting 
these persons. Most assistive systems require a certain level of 
human assistance, but these devices of fully autonomous 
operational capability have not been established previously. The 
paper provides a study of assisted mobility aids used in homes and 
hospitals and assistive devices. 

 Index Terms—Powered Mobility Assistive, Transfer Devices, 
Physically Disabled People, Feed assistive robots. 

I. INTRODUCTION 
URING the past few decades, support in the daily activities 
of the elderly and aging community has become a serious 

global problem. Statistics show that around 15% of the world's 
population is dealing with different sort of impairment and 
disabilities [1].  The American Community Survey classifies 
disability as related to hearing, vision, cognitive, self-care, 
independent living or ambulatory (mobility). For the United 
States, the survey observes that the most dominant type of 
disability is ambulatory disability, which accounts for about 
6.5% of all disabilities. Categorizing ambulatory disability in 
United States by age, it affects only 5.1% of people aged 18 to 
64 years but 22.5% of people aged 65 years or over. Thus, as the 
population ages, people’s mobility decreases [2]. Between 1975 
and 2015, the number of Americans aged 65 or older has more 
than doubled from 22.6 million to 47.8 million, and by 2030, 
one in five Americans are expected to be 65 or older. [3]. 

Japan and Taiwan are also facing super-aging issues. Elderly 
people percentage, in japan for the year 2016, has been recorded 
as 27.3%, besides in 2050 it is projected to be 37.7% [4]. 
Comparing the physically disabled community with overall 
disabled population it is about 5.9% [5], table 1, shows world 
top ten countries having largest share of people aged 60 years or 
above [6]. Similarly, for Taiwan, the aged population, is  
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TABLE I 
WORLD TOP TEN COUNTRIES HAVING LARGEST SHARE OF PEOPLE AGED 60 

YEARS OR ABOVE [6] 

 
documented as 14.7% in 2018 and by 2026 it is projected to be 
aged society [7] , On the other hand, in 2016, the elderly 
population was over 0.7 million. [8]. 

The fast-growing number of disabilities as well as elderly 
people in the world, demands caregivers ' dedication to assist in 
conducting daily activities. However, cost of caregiving and 
injury rates are extremely high. Besides expenses of caregiving, 
family and close friends also provide informal support, which is 
an enormous undiscovered expense. For example, this informal 
care is estimated to be USD 522 billion per year in the United 
States and is determined by measuring the revenue lost by 
unpaid caregivers during their time in the care of the elderly 
[9].The papers in [11-14] show the most important task of 
autonomous exploration for a mobile robot is to determine a 
desired motion position of the robot in the next step such that 
such a robot can obtain the most unknown and correct 
environmental information with the shortest collision-free path 
in the global scope. 

Rapidly increasing population of elderly and disabled 
demands an improved level of health care and living assistance 
compared previously. Global issues of aging and disability have 
contributed to a decline in operational capacity and autonomy 
people. Therefore, the current focus of both the scientific 
community and the industry are the growing demands for 
healthcare and strategy formulation so that a shift in paradigm in 
the field of assistive technology could be achieved. 

The paper presents a comparative evaluation of reality and 
ideality in the life of a disabled and aged person (Section 2). 
Domestically and commercially used Powered mobility 
assistive devices (see Section 3). Further, The devices to assist 
them for the purpose of feeding (Section 4). 

II. A DAILY LIFE AND LIMITATION: REALITY AND IDEALITY 
Daily life of a person includes performing activities of daily 

living (ADLs). Essentially recognized ADLs are the ability of 
the individual to feed, dress, move or shift independently from 
one place to another, bathe and toilet. Normal adults can 
perform ADLs independently, so they can lead a happy and  
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Figure 1. RIBA, Transfer assistant robot showing the lifting of human [15]. 

successful life without the need of caregiver. However, Inability 
to accomplish these ADLs results in an unsafe health conditions 
and deficient quality of life [10,11]. Caregiver (family or 
professional) give various form of healthcare support to the 
cared ones. According to some studies, these people needed 
assistance with at least one or usually four of the following tasks: 
dressing, bathing, brushing, eating, grooming, toileting and 
moving inside the home [12-13]. In terms of eating, personal 
hygiene, dressing, toileting, ambulating and maintaining 
medical habits, these people will rely entirely on caregivers. On 
the other hand, caregiving puts a financial, physical, and 
psychological burden on the person being cared. Research 
suggests that caregivers can risk their own health and well-being 
when supporting their loved ones. The practice of caregiving 
had led to poor health outcomes including poor sleep patterns, 
anxiety, depression and physical illness [14]. Thus, it can be 
inferred that the caregivers will ultimately become physically 
dependent in the future. To overcome this problem, a 
comprehensive solution is required that can assist a disabled and 
elderly people in performing activities of daily living. 

III. MOBILITY ASSISTIVE ROBOTS 
Mobilizing the people, from one place to another having 

mobility limitation, becomes a tedious task for the caregiver and 
for the person being cared, because of the person’s weight. It 
takes a great deal of effort and time to move the cared person 
from bed to wheelchair or wheelchair to bathroom and toilet and 
vice versa. Extended stay of cared ones in bed generates serious 
health problems for them, if proper health care and caregiving 
has not been provided.  

Mobility assistive robots are essential equipment for 
mobilizing those people, who cannot transfer themselves 
independently. Based on lifting capability for transfer, notable 
mobility devices are RIBA (robot lifting a human) [15], home 
lift wheelchair by Position and Rehabilitation (HLPR) Chair 
[16], Intelligent sweet home concept (ISH) [17, 18]. However, 
some devices use wheeled and conveyor system capabilities to 
transfer the person, generally, they have integrated system of 
wheelchair and transfer modules, they are careful-patient 
mover(C-Pam) [19], multifunctional Test Bed [20], patient 
transfer system [21], conceptual design of a mechatronic system 
[22], robotic chair/ bed system for bedridden aged [23], and 
Panasonic Resyone [24,25]. 

A. RIBA (Robot Lifting a Human) 
RIKEN-TRI Collaboration Center for Human-Interactive 

Robot Research developed RIBA (Robot lifting a human) 
transfer assistant robot [15]. Fig. 1 shows the RIBA robot lifting  

 
Figure 2. HLPR chair [16]. 

the human, it uses the human-like robotic arm for handling the 
disabled person, the robot lifting action is carried out similarly 
as humans do for transferring the person from bed and to 
wheelchair. The robotic arms have 7 degrees of freedom with a 
payload capacity of 63kg. RIBA is equipped with a camera, 
microphone and vast range of tactile sensors, these accessories 
assist RIBA to adjust the lifting trajectory and recognize the 
caregiver instructions so that the transfer process can be carried 
out safely. The maneuverability of the robot is achieved by an 
omnidirectional base.   

Although the interface of RIBA is user-friendly, there are 
some functional limitations.  Lifting a disabled one, always 
involves the risk of slipping, due to which disabled people will 
not be comfortable while using RIBA. Secondly, it cannot lift 
the disabled person independently, it always requires assistance 
while lifting the disabled person. Additionally, it consumes 
electrical power for its operation, so obviously it is not suitable 
in the bathroom and toilets as there is the danger of electrical 
shock. 

B. Home lift wheel chair by Position and Rehabilitation (HLPR) 
Chair  

HLPR chair is another technological advancement in the 
field of assistive technology as it has focused on performing 
multiple tasks from the system [16]. It is designed in such a way 
that a single system can solve the issue of mobility, transfer, lift, 
and rehabilitation. Developed by the National Institute of 
Standards and Technology (NIST), USA, is shown in Fig. 2.       

The design of the HLPR chair is based on a sturdy forklift. 
There are four main components of the HLPR chair, main and 
internal L-frame, retractable seat and footrest, height adjustment 
mechanism and drive module.  Main L-frame is mounted on 
four casters to support the inner L-frame. The inner L-frame 
supports the retractable seat and footrest. Drive as well as 
steering module is placed on the backside of outer L-frame, so 
that caregiver can operate the chair. 

The issues of mobilizing, lifting, rehabilitation and 
transferring were attempted to address through HLPR chair. 
Nevertheless, it is difficult to maneuver the machine and move  
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Figure 3. Components of intelligent sweet home [17, 18]. 

the user in the home environment due to the cumbersome and 
complicated design of the HLPR chair. 

C. Intelligent sweet home concept (ISH)  
Fig. 3, Shows the components of smart sweet home 

proposed to test the concept of disabled people's independent 
living [17, 18]. It comprises of intelligent bed robot, intelligent 
wheelchair, a transfer device, human-robot interface based on 
hand gesture and voice input and continuous health monitoring 
system.  

Intelligent bed robot system has bed mattress with pressure 
sensor and a support manipulator. Pressure sensor provide the 
posture of the person whereas, support manipulator assists the 
person in changing the posture as well as getting off from the 
bed. In order to have access to different parts of home an 
autonomous wheelchair is also used. It is equipped with 
incremental encoders, a laser range finder and proximity sensor. 
A transfer device which can lift the person from the bed and 
place the disabled person on the wheelchair. A central control 
system controls and manages all devices through connectivity 
modules. 

The intelligent robotic bed gets input through voice or hand 
gesture, when the person wishes to change the posture on the 
bed or transfer himself from bed to the intelligent wheelchair. 
The bed transforms according to the received command. The 
function of the robotic hoist lift is to lift and transfer the person 
to the wheelchair. So, after transformation hoist lift is brought 
near to the bed, the caregiver binds it to the person and then the 
user is lifted. Simultaneously, the automatic docking of the 
smart wheelchair with the bed takes place and then the lifted 
person is transferred in the wheelchair.  

While the intelligent sweet home is completely integrated 
and automatic, caregivers’ involvement is still needed that can 
attach the sling over the user's body. Apart from the involvement 
of caregivers, robotic hoist lifting is highly unsafe and 
uncomfortable. 

D. Careful-patient mover(C-Pam)  
Careful-patient mover, designed specifically for patient 

movement in the hospital [19]. Patients with disabilities can be 
moved from the bed to the stretcher or vice versa and can 
alleviate the patient's suffering, stress, and uncomfortable  

 
Figure 4. Mechanism of C-Pam [19]. 

 
Figure 5. Schematic diagram of the design concept for demonstrating the body 

transfer [20]. 

feeling. Fig. 4. Shows the drive mechanism of the C-Pam 
system. 

To transfer the patient from bed to stretcher, C-Pam moves 
across the bed from the stretcher and gently crawls under the 
patient, who is staying in bed. This motion is done by using the 
two motorized, endless conveyor belts. Then the C-Pam raises 
the patient gently and lowers him or her down to the stretcher.  

Even though C-Pam is the novel technique of transferring 
the person but it is limited to bed to stretcher transfer only. 
Transfer from bed to wheelchair or toilet is not possible through 
this kind of device. 

E. Multifunctional Test Bed  
A novel model with a unique approach is developed to the 

transfer and posture change of bedridden people [20]. The 
system is a combination of two beds having different 
functionalities. A four-piece main bed was designed to change 
the disabled person's posture. By splitting a bed into four parts, 
the mattress provides more freedom to move shoulder, hip and 
waist, shown in Fig. 5. 

The test bed is a combination of two robotic beds: a main 
bed and a nursing bed. The main bed is assigned to alter posture 
and transfer of person is done by the nursing bed. Both beds also 
have a belt system to move the body between them. For transfer 
both beds are operated and controlled by a systematically 
designed mechatronic device and can be interacted through a 
specially designed graphical user interface software. 

Considering the fact that the concept of transferring the 
disabled person through this method is very convenient, 
however the system require a lot of adjustment while transfer 
because the system does not have the auto-docking capability so 
the caregiver should place the wheelchair at a very precise 
location, otherwise there is possibility of injury. 

F. Patient transfer system (PTS) by NEXT HEALTHTM  
Patient Transfer System (PTS), created by Next Health, Inc. 

(Norwalk, CT), is an innovative transfer system designed to 
improve patient mobility and reduce the discomfort and 
injury-related risks faced by both patients and their assistants  
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Figure 6. AgileLifeTM Patient Transfer System [21]. 

 

 
Figure 7. Mechatronic system for Bedridden Elderly Peoples [22]. 

(Fig. 6) [21]. This system also decreases the labor of caregivers 
by allowing no-lifting transfer device. care assistant just use a 
handheld pendent to operate the device. There are two main 
elements of PTS: a wheelchair and a conveyor system mounted 
on bed. 

The wheelchair has interchangeable seat and a commode 
slot for direct bed-to-toilet and toilet-to-bed change, as well as 
tilt-in-space capabilities for redistributing pressure and 
preventing ulcers of pressure. The bed is designed as a standard 
hospital bed with controls for a comfortable position for 
patients. 

For transferring the patient from wheelchair to the bed the 
caregiver brings the person sitting in the PTS wheelchair to a 
docking platform, placed at the foot of the bed. The wheelchair 
is reversed and a wheelchair bolt on the bed locks two pins on 
the back of the chair. The unit is activated once the wheelchair is 
docked to the floor of the bed. Using a series of linear actuators, 
gears and other parts, the bed's foot deck rises to meet the 
wheelchair's backrest. The caregiver drops the back of the seat 
so the patient's back comes in contact with the mattress. The 
wheelchair rotates at the same time as the foot deck is lowered, 
while the patient is slowly conveyed to bed by a conveyor belt. 

G. Conceptual design of a mechatronic system  
Fig. 7 shows, a mechatronic device inspired by industrial 

conveyors to assist caregivers while transferring and 
repositioning Bedridden Elderly Peoples (BEPs) in domestic 
environment [22]. Because of its low-profile structural 
properties, the proposed solution is capable of placing itself 
under the patient and recovering and reallocating the person on it.  

Three conveyor modules are included in the proposed 
solution. Via two motors opposed to each other, each individual 
module drives a conveyer. The motors will drive two timing 
belts attached to the conveyor belt. Telescopic rails that are 
installed both sides of the system support the modules and 
allows bed-to-bed transition. 

 
(a) 

 
(b) 

Figure 8. (a) The overview of the robotic chair/bed system (b) The 
flipping-body mechanism and the actuators [23]. 

 
Figure 9. Panasonic-Resyone, transformation from wheelchair to bed [24, 25]. 

H. Robotic chair/ bed system for bedridden aged  
Robotic chair/bed is a combination of an omnidirectional, 

reconfigurable wheelchair, incorporated with a U-shaped bed as 
shown in Fig. 8 (a) [23]. It has been designed to facilitate 
specifically bedridden people. A repositioning device to avoid 
bedsores, is also fitted with it as shown in Fig. 8 (b). The 
wheelchair is also able to dock automatically. Linear and lateral 
movement is achieved by two separate assemblies mounted at 
the base of wheelchair's frame. 

The requirement of additional system for shifting the person 
from the wheelchair to the bed and vice versa was eliminated by 
robotic chair / bed. Nonetheless, the system is intended to assist 
people with lower extremities and there will be a need for a 
continuous caregiver to transfer the patient from the wheelchair 
to the bathroom commode. In addition, the lateral movement is 
accomplished with the aid of a separate assembly, rendering the 
wheelchair hard to use. 

I. Panasonic Resyone  
Panasonic-Resyone is a hybrid wheelchair / bed robot 
combining a simple care bed with a complete reclining 
wheelchair as shown in Fig. 9 [24, 25]. A part of the bed can 
easily be turned into a wheelchair and vice versa without tedious 
tasks. Person can be moved to the wheelchair from bed, 
effortlessly without adjusting the posture of the disabled one. 
The physical exertion, done to transfer the person, previously 
was reduced substantially. Additionally the health and quality of 
life of caregiver as well as disabled one has been improved. 

On the other side, for full reclining, the wheelchair system 
has a linear actuator, placed beneath the chair. For separating the 
wheelchair part and bed, caregiver has to do the lateral 
movement of wheelchair manually. 
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Figure 10. Hiwin - Healthcare Living [27]. 

 
Figure 11. Invacare - Bath lift [28]. 

IV. ASSISTIVE MOBILITY FOR BATHROOM & TOILET 
The need for support and assistance is related to the stage of 

life, the environmental elements, the underlying health 
conditions, and the individual functioning level. Especially for 
the disabled and elderly, the important factors defining the 
necessity for aid are the availability and capability of relevant 
assistive devices, the presence of family members or assistants 
to aid, and the degree to which the society facilitates the 
environment for people with disabilities. When individuals with 
disabilities can independently get to a bathroom and toilet, they 
may not require another person to help them or just reduce the 
burden of an assistant. When they have an assistive device, they 
may be able to convey their local environment independently 
[26]. 

A. Assistive mobility for Bathroom  
Fig. 10 [27] is an electrical assistive device designed by 

Hiwin Health Care. It can transfer a patient with full limb 
disability directly to the bathtub through a lifting device. The 
chair structure is entirely separate from the bathtub structure and 
It has a controller transfer mechanism driven by an electrical 
actuator. A portable seat is combined with a walk-in bathtub 
have designed by Invacare as shown in Fig. 11 [28]. Similar to 
the Hiwin product, the transfer structure is designed separately 
that enables the seat to go into walk in-tube in a sitting position. 
The seat is mounted on the mainframe which is standing outside 
the bathtub. The assistant just needs to push in the seat into the 
bathtub and adjust the position by a controller. 

B. Assistive mobility for Bathroom  
OnCare developed a reliable transfer patient device that 

integrates a commode and a lifter-seat wheelchair. The purpose 
is to transfer a patient that has leg-muscle limitation going to the 
toilet as shown in Fig. 12 [29]. The inclination movement is 
powered by an electrical linear actuator and there is a controller 
operated by an assistant. 

Patient transfer assist has been developed by Takahashi et al. 
[30], and Toyota [31, 32] to reduce the heavy physical burden  

 
Figure 12. OnCare – Powered lift seat [29]. 

 
Figure 13. Takahashi - Self-transfer aid [30]. 

 
Figure 14. Toyota - Patient Transfer Assist [31, 32]. 

 
Figure 15. Melvin - Self-undressing toilet [33, 34]. 

required for an assistant when transferring patients to the toilet 
as shown in Fig. 13 and Fig. 14 respectively. Fig. 13 shows the 
method to transfer a person by lift the body mass weight by the 
upper structure and the main structure rotates to the toilet then 
puts down the patient on the commode. Similarly, the Toyota 
patient transfer assist also has a body support structure on the 
prone position to sustenance the body mass, as well as a wheeled 
platform, which will move the person from a bed to a toilet. The 
upper part has several linear and circular motion mechanisms to 
grasping the patient in the bed and prop up the chest during the 
transfer process. For both schemes, there is a possibility of 
slipping out of the body's chest support and the transfer manner 
involves the body's chest is congested. An assistant still needs to 
take care of the overall process during transfer. 

Fig. 15 [33] shows the self-undressing toilet for an 
arm-muscle limitation patient. The mechanism is handled by an 
electrical grasping mechanism to stretch and pull down the pants. 
There are two symmetry-mechanism arms that moving in the 
opposite direction and has a special shape that can hook the 
pants. The simple joystick controller is used and located on the 
tip of the armrest and this device doesn’t require an assistant. 
While the complex mechanism operation prevents it from being 
practical. 
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Figure 16. Topmedi Co., Ltd - Mover transfer chair [35, 36]. 

Fig. 16 shows a popular manual assistive device produced 
by Topmedi Co., Ltd. that easy to pick up a mobility-impaired 
patient from bed to do toileting even in the toilet or just put a 
basin on the seat [35, 36]. An open-closed mechanism was used 
to enable grabbing the person from the bed instantly. There were 
two safety locking systems in the backside that prevent the seat 
to open. The assistant can stir the device by the handle on the 
front of the device. 

V. FEEDING ASSISTIVE ROBOTS  
Self-feeding or eating is one of the items in the Activities of 

Daily Living (ADL) [37]. The percentage of people who cannot 
eat independently are increasing and ultimately they require 
assistive feeding system. It is due to global aging problem and 
an increase in chronic health conditions.  

Limb disorder, muscle weakening and aging has made 
self-feeding difficult due to partial or complete loss of limb 
motion controllability. Individuals especially with quadriplegia 
find it difficult or even impossible to self-feed as a result of 
complete paralysis below their necks. On the other hand, 
individuals with SCI level C6 [38] or limb disorder may find it 
difficult to feed themselves independently. due to partial 
paralysis of hands and arms, for example, food cannot be 
completely transferred from the food container to user’s mouth 
without dropping out. This situation may very likely ill-affect 
patient’s dignity and self-esteem, cause them to resist or resent 
eating, thereby resulting in malnutrition and disease 
progression. 

Those individuals who cannot feed themselves usually need 
external assistance from someone else such as a family member 
or a professional care provider under medical institutions to 
facilitate their eating. However, in the fast-emergent aging 
society, it would be non-realistic to further rely on human 
assistance to feed patients who cannot help themselves. 

Many kinds of self-feeding assistive devices such as 
specially designed utensils, manually operated eating systems 
[39] and forearm supports have been proposed to replace 
manpower and to provide a more efficient eating experience for 
patient who cannot properly hold on cutlery. However, in order 
to use manually operated eating systems and forearm supports, 
the disabled person still needs at least some firm partial control 
over their upper limbs, which often cause unexpected 
food-dropping accidents and affects the patient’s comfortability. 
Therefore, electrically powered meal assistance robots with 
many kinds of human machine interfaces (HMI) and robotic 
arms or special mechanism have been introduced to overcome 
these problems. 

Automatic feeding robots had been proposed since 1987. As 
shown in Fig. 17 (a), Handy1 was one of the self-feeding robots 
presented by Mile Topping in 1987 [40]. It was the first 
self-feeding robot with a robot arm. It was designed for an 
11-year-old boy with cerebral palsy to eat unaided. When the  

 
Figure 17. Assistive feeding robots: (a) Handy1 [40], (b) Mealtime Partner 

Dining System [41], (c) Obi [42]. 

 
Figure 18. More assistive feeding robots: (a) My Spoon [43], (b) Neater Eater 

Robot V6 [44], (c) iEAT [45]. 

moving LED comes close to the side of the food the boy wants 
to eat, he will need to select it with the joystick. After the 
selection, the food is transported by the robot arm to a standby 
point. The advantage was that the patient could have the meal 
aside the dining table or, in the bed. The main drawbacks 
include a huge robot arm and inefficient HMI system. As shown 
in Fig. 17 (b), Mealtime Partner Dining System [41], was 
presented in 2001. The Mealtime Partner Dining System could 
be installed on the desk and three rotatable food containers were 
mounted on holder, which is located in front of the user. Within 
the holder, there is an extendable spoon and limiting-device to 
control the amount of food to stay in the spoon before sent to the 
user. The user selects the food option by pushing the button 
when the container is under the spoon, the spoon will go down 
scoop a sizeable amount of food and extend to reach the mouth 
of the user. The main advantage of the Meal Time Partner 
Dining System was the food limit device, which will keep the 
proper amount of food to stay in the spoon and prevent food 
dropping during delivery motion. Furthermore, only two DOF 
are used in the mechanism. Drawbacks include and unstable 
structural system which shakes all the time, and the fast reaching 
spoon, which may incidentally hit the mouth or face, causing 
injuries. 

As shown in Fig. 17 (c), Obi [42], is newly presented in 2018 
by Jon Dekar. This robot is small, easy to fold and could operate 
it by simply pushing the buttons. The HMI system allows a user 
to choose the food within a section of a plate, and the edge of the 
section designed to trim the food while scooping it with a utensil. 
However, the main drawback was that the movement of the 
robot arm was pre-programmed and cannot adapt to the 
situations of the patient. 

As shown in Fig. 18 (a), My Spoon is a chin-operated 
feeding robot with a spoon. The spoon coupled with a fork can 
grasp the food effectively, and the fork will retract automatically 
when the mouth of the patient contacts with the spoon [43]. The 
major disadvantage is the complexity involved in using the 
chin-operated joystick. As shown in Fig. 18 (b), Neater Eater 
Robot V6, in which food is stored and selected in a rotating 
walled-plate, allows the user to control the machine by a 
smartphone through Bluetooth system [44]. iEAT, as shown in 
Fig. 18  (c) has a simple mechanism of only three degrees of 
freedom and one-step food selection setup [45].  
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Although there were already a number of assistive 
self-feeding robots, there exist some major drawbacks. Most of 
the self-feeding robot requires complicated non-intuitive 
physical interaction from the user, for example, by pushing the 
buttons or finger/chin controlling the joystick to select the food 
on the serving container. The demand on these physical 
operations will prevent many patients from using it.  
Furthermore, the food-delivery trajectory of the feeding robots 
needs manual setup to fit to the height and position of the mouth 
of a given patient in front of the feeding device or the trajectory 
is even fixed without adjustability. Patients often experience 
inconvenience when receive food sent from these insensitive 
feeding devices. Most of these feeding robots cannot serve 
drinks or soups and many of them mix varied food together, 
causing an incomplete or inferior meal experience. In order to 
overcome all the problems, there is a need of an intelligent 
self-feeding robot, which can sense the mouth location of the 
patient and thus determine the proper food-delivery trajectory, 
watch or listen what the next food is selected without patient’s 
physical operations, and can feed the patient with both solid and 
liquid food. 

VI. DISCUSSION 
Continuously, rising disabled and elderly populations have 

become a global issue and assistive technologies are going to be 
highly beneficial in improving the quality of life for people with 
limited mobility. The literature suggests that in the past, 
research has focused on people with lower extremity disability 
and caregivers are constantly needed to assist these people. 
These people have to depend on caregivers ' services while 
using assistive technology systems. However a system capable 
of handling a completely impaired person has not been 
developed. Nonetheless, previously developed devices contain 
some risk factors and restrictions, which implies caregivers and 
clinicians must be involved with these individuals on an 
ongoing basis. Hence, the solution for this dilemma is a fully 
integrated intelligent home for the elderly where they can safely 
perform daily living activities independently. In that home, there 
should be a smart bed equipped with wheeled mobility system, 
smart toilets and intelligent feeding robot that can be used by 
these people to live a normal life. 

Contrary to intelligent sweet home, a secure transfer 
mechanism in smart toilet would allow people to bathe and do 
toileting independently. Additionally, the fully autonomous 
smart bathroom would help reduce the caregivers ' physical 
burden. 

The purpose of a feeding robot is to help limb disabled and 
aged people improve their accessibility to food and reduce the 
discomfort they face while dining. On the other hand, it can also 
be expected to reduce continuous involvement of caregivers. 

VII. CONCLUSION 
The paper provides a review of the systems used at home for the elderly and 

disabled. Assistive technology systems, is an emerging area of research, where 
engineers working with nurses and physiotherapists are trying to develop tools 
that can meet the needs of disabled people. Scientists have developed many tools 
to assist these people at home, but following their limitations, they are unable to 
meet end-user needs. 

The factors that restrict the use of assistive technology are operational 
complexity, risk of slipping or falling, lack of maneuverability in tight spaces 
and cost. Although, numerous assistive devices have been invented and 
developed, they all require some degree of manual operation and assistance. 

However, systems with fully autonomous operating capability have not been 
developed. Until then, without a caregiver's intervention, a person with partial to 
full limb mobility disorder would not be able to perform daily living activities 
independently. 

Therefore, the ultimate goal of future research is to create a human-centered, 
secure and intelligent support system that can be used to benefit people with 
physical disabilities at home. Such attributes will reduce the level of anxiety and 
depression and also improve the quality of life. A smart home is a 
comprehensive solution to fulfill the above tasks, where you can live with high 
self-esteem and boost your quality of life. 
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