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Abstract—In this paper, we develop a robust position control 
of the quadrotor. The design of trajectory tracking controller for 
the quadrotor is divided into two parts, namely, attitude 
controller and position controller. First, the extrapolation method 
is utilized to transform the continuous-time dynamical model of 
quadrotor into discrete-time controller one.  Then, a discrete-time 
sliding mode controller (DTSMC) is designed to ensure the 
position trajectory tracking capability in the presence of 
disturbance. Stability of the quadrotor is investigated by using 
Lyapunov stability analysis. Lastly, numerical simulations and 
experiments are demonstrated to show the validity and the 
feasibility of the proposed controller.  

 Index Terms—Trajectory tracking, sliding mode control, 
quadrotor, Lyapunov stability. 

I. INTRODUCTION 

OWADAYS, unmanned aerial vehicle (UAV) has been 
used extensively for various areas, such as agriculture, 

fire-fighting, environmental protection and search and rescue 
applications. Among different types of UAVs, the quadrotor has 
many advantages. A quadrotor can take-off and land vertically 
in limited spaces and is easy to hover over the desired target. 
Moreover, an unmanned quadrotor is usually built by simple 
mechanical structure with the electrical actuators so it has better 
mobility in attitude changing and path planning than 
conventional helicopters. However, the quadrotor can be 
represented as a complex nonlinear system with coupled 
dynamics, and it is difficult to control accurately in terms of 
trajectory tracking. Thus, design of effective quadrotor 
controller is essential.  

 Classical linear control techniques have been utilized for 
trajectory tracking control of quadrotor in the literature. An 
optimal proportional-integral-derivative (PID) control based on 
integral of time multiplied by solution error indexes was 
developed in [1]. For the system error and data delay, the 
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authors add   Kalman filter to predict the change of error and get 
better trajectory estimation than that without a Kalman filter. A 
motion controller with nonlinear PID-type algorithm was 
designed in [2] to provide the robustness of tracking capability 
of the quadrotor when the disturbance is presented in one of the 
actuator. In [3], the position controller implemented with 
proportional-derivative (PD), PID and sliding mode control 
(SMC), respectively, for a V-tail quadrotor were compared. The 
simulation results show that the PD controller presents an error 
in the stable state that will not disappear as time goes on, and 
this can be a problem if an application with precision is required. 
The SMC has a facile and rapid response which drives the 
quadrotor converge to the desired point in the space.   

Recently, model-based controller has shown that it has 
excellent performance in resolving nonlinear system control 
problem against uncertain model parameters and external 
disturbances. An observer-based dynamic sliding mode 
controller was introduced in [4]. The authors used a bank of 
nonlinear disturbance observers in conjunction with a matching 
set of generalized backstepping and sliding mode controllers to 
compensate the influence of the unmatched uncertainties to the 
system during the flight.  Similarly, the SMC and backstepping 
methodology were combined to achieve position and yaw angle 
trajectory tracking. In the paper [5], Lyapunov theory was used 
in the stability analysis of the overall system.  

Neural networks have also been studied for the trajectory 
tracking problem of quadrotor. A backstepping controller was 
designed by using radial basis function neural network in [6]. In 
[7], the authors use adaptive neural control technology to design 
a fixed-time backstepping controller. It ensures that the 
quadrotor tracks the desired trajectory well in finite time in spite 
of appearance of model uncertainties.  A hierarchical controller 
was addressed to solve the path following problem in [8]. It 
consists of a model predictive controller (MPC) to track the 
reference trajectory together with a nonlinear H∞ controller to 
stabilize the rotational movements.  

The contribution of this paper is to implement the real-time 

trajectory tracking of quadrotor. The 10 degrees of freedom 

(DOF) inertial measurement unit (IMU) sensors, i.e., 3-axis 

accelerometer, 3-axis magnetometer, 3-axis gyroscope and 

barometric pressure sensor, global positing system (GPS) and 

radio frequency (RF) sensors are integrated into quadrotor. In 

order to implement the flight controller with low computational 

complexity in the resource limited embedded system, the 

discrete-time sliding mode flight controller is designed [9, 10]. 

For signal processing, the Kalman filter is implemented into the 

resource limited embedded system. The rest of this paper is 

organized as follows: Section 2 illustrates the kinematics and 

dynamical model of the quadrotor. In Section 3, the design and 

stability analysis of the DTSMC for quadrotor are discussed. In 

Section 4, the data processing algorithms for the sensors 
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equipped on the quadrotor is introduced. The flow chart of the 

trajectory tracking of the quadrotor is also presented. Section 5 

demonstrates the simulations and experimental results of the 

developed quadrotor. The conclusions are given in Section 6.  

II.  MODEL OF THE QUADROTOR  

A. Kinematics  

The structure of the quadrotor is shown in Fig. 1. The 
quadrotor is actuated by the lift forces from four rotors located at 
the endpoint of the cross-shaped frame. The attitude and 
position of the quadrotor is controlled by adjusting the rotational 

speed of four rotors. Rotor 2 with the rotational speed 2  and 

rotor 4 with the rotational speed  4  rotates clockwise, in the 

meanwhile, rotor 1 with the rotational speed 1  and rotor 3 

with the rotational speed 3  rotates counter-clockwise. In order 

to build the mathematical model of the quadrotor, it is assumed 
that the quadrotor frame is a symmetric grid body; the center of 
mass is at the geometric center of the body. The flapping 
dynamics of the frame are ignored.  

To describe the attitude and the position of the quadrotor, we 
introduce two right-handed coordinate frames. The inertial, 
north-east-down, earth-fixed reference frame denotes as E, and 
body-fixed frame denotes as B. The inertial frame is based on 
the earth with its origin coincides with the origin of the 
body-fixed frame before taking off. The frame B is fixed with 
the quadrotor and the origin of the frame B is on the center of 
mass of body. The position vector of the quadrotor with respect 

to in the inertial frame E is  
T

E E E EP x y z , The position 

vector of the quadrotor with respect to in the body frame B is 

 
T

B B B BP x y z . The attitude of the quadrotor is described 

by Euler angle. The angle vector of the quadrotor with respect to 

the inertial frame E is  
T

    , in which   is roll 

angle,   is pitch angle and   is yaw angle. Hence, the angular 

velocity of the quadrotor with respect to the inertial frame E is 
T

       . All attitude angles are limited between 

( , )
2 2

  . To convert the coordinates between two frames, 

the rotation matrix tR is expressed as,  

cos cos cos sin sin sin cos cos sin cos sin sin

sin cos sin sin sin cos cos sin sin cos cos sin  (1)

sin cos sin cos cos

tR

           

           

    

  
   
 

  
 

The angular velocities of the quadrotor which are measured 

relative to the frame B is defined as  
T

v p q r . The 

transformation matrix R  is introduced to convert angular 

velocities of the quadrotor in the frame E from that in the frame 
B and it is written as [11, 12],  

 
1 0 sin

0 cos cos sin            (2)

0 sin cos cos

E

p

v q R

r



 

    

   

    
             
          

 

Similarly, the transformation matrix 1R

 is introduced to 

convert from the frame B to the frame E can be described as, 

1

1 sin tan cos tan

0 cos sin         (3)

sin cos
0

cos cos

B

p

R q

r



    
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  

 



 
      
            
        
 

 

B. Dynamics  

The quadrotor model is simplified as a rigid body with point 
mass with four rotors symmetrically distributed around the 
center of mass. From the Newton’s translational motion 
equation and Euler’s rotational motion equation, the rigid body 
dynamics of a quadrotor with respect to the body-fixed frame B 
can be expressed as the following differential equations [13] 

1

0 sin sin cos cos sin

0 sin sin cos cos sin

1 cos cos

x
U

y g
m

z

    

    

 

        
     

      
     
          

1

2

3

1
K x

K y
m

K z

 
 


 
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 (4) 
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             (6)
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Where m is the mass of the quadrotor, g is the acceleration of 

gravity and xI  , 
yI  and zI  are the moments components of 

inertial along the x-direction, y-direction and z-direction in the 

frame B, respectively. 1 6~K K are drag coefficients and are 

positive constants. The term 1U represents the total thrust on the 







Ey

Ez

Exy x

z

4

3 2

1

Frame B Frame E
 

Fig. 1. The quadrotor frame system configuration. 
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body in the z-axis. 2U  and 3U  denotes the roll and pitch inputs, 

respectively, 4U  presents a yawing moment. rJ  is the rotor 

inertia, k represents thrust factor, d  represents drag factor, 

l represents the length of each quadrotor’s arm and r  

represents the overall speed of the rotor of the quadrotor.  

III. CONTROLLER DESIGN 

In this section, the design of the DTSMC of the quadrotor will 
be presented in detail, and the stability analysis will also be 
discussed.  

A. Control Architecture   

The system structure of the quadrotor is shown in Fig. 2. A 
quadrotor is an underactuated force-controlled vehicle. Force 
actuation implies that translational and rotational commands are 
modeled as the second derivative of the position and attitude 
angle respectively. Due to the quadrotor’s under actuation, only 

four DOFs out of its six DOFs ( , , , , , )x y z     can be selected 

as control input variables. Therefore, cascaded control 
architecture needs to be implemented between two loops, i.e., 
outer loop and inner loop, to resolve this problem. The inner 
loop is used for the attitude control. The outer loop is 
responsible for the position control of the quadrotor. The inputs 
of the position controller are the position error measurements on 
the x-, y- and z-axis, and their derivatives with respect to the 
inertial frame E obtained from the 10 DOF IMU sensors. The 
outer loop then calculates the associated control inputs 

( , , )x y z required in each axis. In this paper, three positional 

coordinates and the corresponding yaw angle ( , , , )x y z   are 

chosen as the states to be tracked as shown in Fig. 2.  

B. Robust Trajectory Tracking Controller Design  

In order to design the discrete-time flight control of 

quadrotor, the continuous-time system of the quadrotor show in 

(4)-(5) is transformed into discrete-time system by using linear 

extrapolation method [9 -10]. The discrete-time dynamic model 

of the quadrotor is expressed as 
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where t  is the sampling time.  To simplify the design of the 

trajectory controller, the kinematic and dynamic model of the 

quadrotor are divided into the actuated subsystem and the 

underactuated subsystem, respectively. The actuated subsystem 

involves the second order dynamic equations z  and  , while 

the underactuated subsystem involves the second order 

dynamic equations x  and  , y and  , respectively. The goal 

of the actuated subsystem is to ensure that the states 
kz  and 

k will be converged to their desired equilibrium points d

kz  

and d

k  at the instant k, respectively. The objective of the 

underactuated subsystem is to ensure that the states ( ,k kx  ) and 

( ,k ky  ) will be converged to their desired equilibrium points 

( ,d d

k kx  ) and ( ,d d

k ky  ) at the instant k, respectively. As derived 

from [9, 10], the discrete-time sliding controller of the 

quadrotor can be described by the following differential 

equations.   
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Where the coefficients in (9)-(12) can be chosen as follows: 
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Fig. 2. Block diagram of the cotnrol system. 
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(cos sin sin sin cos )

            (15)( ( ) )

( ( ) )

k k k k k

k k k k kk

k

k k y z r k r k
k

xk

k k z x r k r k

y

m

g

mg

d d I I J d k ldf

If

d d I I J d k ld

I

    

    

    

    

 
 
 

   
   
         
   
    

   
 
  

 

where d

kdx =0, d

kdy =0, d

kd =0, and d

kd =0. 

C. Stability Analysis   

Proposition: 

Consider the discrete-time system, the discrete equivalent of 

the system is given by (7) and (8), the design of DTSMC of 

quadrotor presented in (9)-(12) is asymptotical stability. 

Proof:  

The Lyapunov function candidates , Vj,k, is expressed as, 

[9,10]  

2

, ,

1
                                    (16)

2
j k j kV s

 

Where Sj,k, is sliding surface at instant k, j are , ,z    and  , 

respectively. If the Lyapunov function shown in (16) meets the 

following condition as 

2 2

, , 1 , ,0, 0            (17)j k j k j k j kV s s s      

The discrete-time system will be asymptotical stability. 

The analysis is givens as  

       , 1 , , , ,

,

sgn sgn

0                (18)

j k j k j k i j k j k

i j k

s s s s t s

t s





      

   

  

 When the sampling time t is small and  2 0i   , the 

following equation is derived as  

       

 

, 1 , , , ,

,

+ sgn 2 sgn

2 0                (19)

j k j k j k j k j k

j k

s s s i s s

i s






     

   

 

By multiplying (18) and (19), the (17) can therefore be 

concluded. Hence the DTSMC 
,kiU ( 1,2,3,4i  ) shown in (9)- 

(12) satisfying (17) will guarantee that the discrete-time system 

will be asymptotically stable. 

IV. DATA PROCESSING   

In this section, the Kalman filter for GPS module and IMU 
sensor is discussed. 

A. Kalman Filter Design 

Kalman filter is an optimal recursive data processing 

algorithm to minimize the mean squared error between the 

actual data and estimated data. The computational advantage of 

the Kalman filter is that this algorithm uses only the current 

measured data and the previously calculated state and its error 

covariance matrix, no additional past information is needed. As 

shown in Fig. 3, there are two-step process in the Kalman filter,  

i.e., the prediction step and the update step [14]. 

In the prediction step, it predicts the current state variables.  

( ) ( 1)p eX t F X t     (20) 

( ) ( 1) T

distbCov t F Cov t F Q       (21) 

where F is state transient matrix, the current state variables 

( )pX t  is derived from its previous estimate value ( 1)eX t  and  

F . ( )Cov t  is prior error covariance matrix and distbQ  is the 

expect value of the system disturbance.  Kalman gain is counted 

for estimating the new predicted value and new uncertainty 

variance, the Kalman gain is defined as    

 

Fig. 3. Kalman filter recursive algorithm. 
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( )
( )

( )

T

g T

error

Cov t H
K t

H Cov t H R

 


  
               (22) 

where H is the noiseless transition matrix from the real state 

variables and errorR is the expect value of the error 

measurement.  

 In update step, the difference between predicted value and 

measured value which is obtained from the sensor readout is 

taken into consideration.  

    ( ) ( ) ( )( ( ) ( ))e p g in px t x t K t Z t H x t            (23) 

  Cov( ) ( ( ) )Cov ( )gt I K t H t                 (24) 

Where the update estimate ( )ex t is derived from the measured 

data ( )inZ t . And Cov( )t  is the error covariance of the 

estimate data.  

B. Flow Chart of Trajectory Tracking of Quadrotor  

Fig. 4 shows the flow chart of the trajectory tracking of 
quadrotor. The desired position is transmitted to the flight 
controller of the quadrotor via RF module. The current position 
data of the quadrotor is acquired by GPS and barometric 
pressure sensor. The current posture data of quadrotor is 
obtained by the gyroscope, accelerometer and magnetometer 
measured readouts. These data are processed by the Kalman 
filter and then act as the input parameters of the DTSMC, the 
tracking controller will calculate the shortest distance from the 
current position to the desired position. While the distance 
between the desired position and current position of the 
quadrotor is smaller than 1.5 m, the tracking controller will stop 
the tracking task, and the mission of trajectory tracking is 
finished.  

V.    SIMULATIONS AND EXPERIMENTAL RESULTS 

In this section, the simulation and the experiments are 
illustrated to demonstrate the effectiveness of the developed 

DTSMC quadrotor. Subsection A shows the simulation results 
for trajectory tracking performance of the proposed quadrotor, 
and Subsection B demonstrates the experiments on dynamic 
real-time tracking capability of the quadrotor. 

A. Simulation Results 

The simulations are performed by MATLAB 
R2018b/Simulink. The computer consists of the Intel 
Core-i7-10700 CPU with 8GB of RAM and a 1T hard disk. For 
simplicity, the physical phenomenon present in the real world, 
such as the error range from the GPS module, and the friction of 
Brushless direct current (BLDC) motor are ignored. Table I lists 
the parameters of the quadrotor. Table II lists the parameter of 
our DTSMC. 

TABLE I 

QUADROTOR PARAMETERS 

Variables Value Unit 

m 2 kg 

l 0.2 m 
Ix=Iy 1.25 Ns2/rad 

Iz 2.5 Ns2/rad 
Jr 0.2 Ns2/rad 

Ki (i=1,2,3) 0.01 Ns/m 

Ki (i=4,5,6) 0.012 Ns/m 

g 9.8 m/s2 
b 5 Ns2 

 2 N/ms2 

 

TABLE II 
DTSMC PARAMETERS 

Variables Value Variables Value 

za  1 
a  1 

 z  2 
  2 

1a   1,12 /( cos )k km u  
5a   1,12 /( cos cos )k k km u

 

2a   1,8 /( cos )k km u  
6a

  1,8 /( cos cos )k k km u

 

3a  1 
7a  1 

4a  6 
8a  6 

 3
 5  4

 5 

 

Kalman filter

Gyro/Acc/Mag

Readout

GPS

Readout

Barometric 

sensor Readout

DTSMC Output 

Control 

U1, U2, U3, U4

Quadrotor 

Dynamics

( , , )
c c c
  

cz

( , )c cx y

Start

Read RF 

Receiver data

( , , )d d dx y z

 

Fig. 4. The Flow chart of the trajectory tracking system. 

 

Fig. 5. The trajectory tracking of the quadrotor. 
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Fig. 5 shows the trajectory tracking result of quadrotor. The 

initial position of body  (0)
T

c c c cP x y z  is set as 

 0 0 0
T

, the initial Euler angle of the body (0)c  is set as 

 (0) 0 0 0
T T

c c c c
       and the desired position 

of the body is set to  (t) 2 1 1
T

dP  . 

 Fig. 6 shows the attitude tracking behavior of the quadrotor. It 
can be noted that the roll, pitch and yaw angles are converged to 
their desired value after 14 sec, 15 sec and 8 sec, respectively.  
Fig. 7 depicts the control input of the DTSMC of quadrotor. U1, 
U2, U3 and U4 are converged to their desired value after at 6 sec, 
13 sec, 10 sec and 6 sec, respectively.    

 

 

 

Fig. 6. Pitch, roll and yaw angles of the quadrotor. 

 

 

 

Fig. 7. Control input of the DTSMC of quadrotor. 
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B.  Experiments The photo of the quadrotor is given in Fig. 8. In the proposed 
quadrotor, part number LSM303D is used for accelerometer and 

 

          
 

Fig. 8. The quadrotor of experimental platform.                                               Fig. 9. The tracking plan of the experiment 
 

 

            
(a)                                                                                                                        (b) 

            
(c)                                                                                                                       (d) 

         
(e)                                                                                                                       (f) 

Fig. 10. The processes of the real-time trajectory tracking of quadrotor. 
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magnetometer, part number L3GD20H is used for gyroscope, 
MS5611 is for barometric pressure sensor, NEO9-7M is for 
GPS module, 3DR Radio V2.0 is for RF module. Flight 
controller of the quadrotor is implemented by STM32F427 
microcontroller.  

Fig. 9 shows the trajectory tracking plan of our experiment. 
The experiment location is at stadium of the National Taipei 
University of Technology. The tracking plan is marked with the 
start point and the finish point on the google map. From Fig. 9, 

the start point is located at (25 02 33.5 N, 121 32 14.5 E)    , the 

final pint is located at (25 02 31.7 N, 121 32 15.1 E)    . In the 

experiment, the desired position of quadrotor is set at 

(25.0420N, 121.537E) and the flight height of the quadrotor is 

set to 7.1 m.  Fig. 10(a)-(f) show the real-time trajectory tracking 
of the quadrotor. The red frame of Fig. 10(a) shows the real start 
position of the proposed quadrotor which is located at 

(25.0416N, 121.537E) , the height of the quadrotor is 0.02 m,  

the red frame of Fig. 10(f) shows the real terminal position of the 

proposed quadrotor which is located at (25.0421N, 121.537E) , 

the height of the quadrotor is 6.59 m.   

The data log of the real trajectory path of the proposed 
quadrotor are shown in Fig. 11(a)-(b). Due to the physical 
phenomenon presented in the real world, i.e., the error range 

from the GPS module which is mounted on the quadrotor, the 
trajectory comparisons of the real tracking and desired ones are 
ignored and the simulation of trajectory tracking of the DTSMC 
of quadrotor is provided in Fig. 5.  

VI.  CONCLUSIONS 

In this paper, a discrete-time sliding mode controller 
(DTSMC) is designed and implemented on the quadrotor. The 
kinematic and dynamic model of the quadrotor is discussed. 
Consider the stability problem of the DTSCM of the quadrotor, 
a Lyapunov function are utilized to prove that the DTSMC can 
achieve the asymptotically stable under some constraints. 
Lastly, simulations and experiments are provided to show the 
validity and the feasibility of the proposed controller.   

For designing the next generation of the quadrotor, the 
shear effect of the quadrotor will be studied further to enhance 
the tracking performance of the quadrotor. 
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