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Omni-directional Vehicle Platform Development for
Visual SLAM Construction

P. I. Chang and Y. S. Shi

Abstract—This research demonstrated a visual SLAM
(Simultaneous Localization And Mapping) construction with only
encoder localization for an omni-directional vehicle platform,
utilizing a 3D commercial Kinect device. The reconstructed SLAM is
stitched from the local particle cloud by video tapping the
surrounding area without a-priori knowledge, relying on only
encoder position calculated with an on-board embedded system, and
comparing the relative distance between object and camera. This
vehicle is designed with PID feedback control to enhance the
positional encoding capability, thus by minimizing the wheel’s
tracking error, this pilot study demonstrated that with full access to
all the system data through ROS operation system, visual SLAM can
be re-constructed with minimum position data, without need of GPS
or gyroscope in the vehicle. This in-house omni-directional vehicle
also includes Wifi remote control and data collection through Wifi in
real-time, and reconstructs visual SLAM off-line.

Index Terms—omni-directional vehicle, visual SLAM, Wifi
remote sensing.

I. INTRODUCTION

Omni-Directional Vehicle (ODV) varies in its design, from
using different omni-directional wheels, such as Mecanum
wheels (45o subwheel/roller), or all-directional wheels (90o

subwheel/roller), or any other wheels that can direct itself in
manuveuring the vehicle in all directions, for all x-y translation
and θ rotation. This research developed an 90o subwheel setup,
with four individual driven wheels, to operate such a ODV
platform, as shown in Fig. (2).

Other researchers have developed platforms with the above
mentioned Mecanum wheeled mobile platform, and using
similar controller embedded system in our case: with STM32,
Jetson TX2, etc. Which in this case recorded the trajectory with
help of IMU and UWB localization, and resulted in position
error at around 5cm[1]. Recently researchers looked into
adaptive sliding Mode for such four Mecanum wheel platform,
comparing these advanced controllers to traditional SMC and
PID in simulations[2].

As mentioned before, some researchers suspend their
Mecanum wheel to make different prototypes and verified its
steering with simple experiment[3]. While use of computer
vision-based movement are also of interest recently, adding
visual systems to the platform and researchers investigated in
how to control a Mecanum ODV platform with machine
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vision. When considering its applied scenario, the mobile
platform needs to move a target with known patterns. It is found
that machine vision helps to find the relative position between
robot and target, therefore only a simple control logic needed
with finite predefined states[4].

In order to fully find the controlling aspect of a Mecanum
ODV, especially its ability to maneuver in congested spaces,
the kinematics of different wheel design, and considerations
for wheel loading and traction is needed for full understanding
using a state-space controller model. And researchers have found
that with full state control, it is shown this omnidirectional
capability greatly reduces the amount of area and time required
for maneuvers, and the omni-directional wheel in particular
reduces time because of the absence of singularities [5].

And since the kinematics and dynamics for such ODV vehicle
motion do not require excessive computation, even in the case
where they include compensation for wheel slip detection and
correction, ODV is ideal for self-guided visual SLAM exploration
and autonomous driving/manuveuring.

More recently, researchers proposed a stereo visual-inertial
SLAM to improve performance of conventional visual SLAM
in low texture or repeating texture. Since visual-inertial SLAM
is introduced with growing computing ability, researchers
investigated in the integration of data for large complexities[6].

Due to the autonomous nature of ODV application, there is
need to explore the ODV models’ friction and switching of
rollers effect on the efficiency of the system[7], therefore it is
needed to detect the health of the ODV, especially the state of
each individual wheel, and actively monitor the performance
of the ODV itself.

However, there is lack of 90o omni-directional wheel platform
experimental data, where most of the above research groups
are focused on development and study of the more popular
Mecanum, thus this team developed an in-house four wheel
omni-directional wheel platform with visual SLAM capability,
and demonstrated that with only encoder positioning data, it is
still applicable in visual SLAM construction.

The paper is outlined as followed: in Sec. (II), the details of
the components and driving dynamics and kinematics are
developed, to fully demonstrate the control and remote design
of the ODV. And in Sec. (III), the SLAM positioning and
environmental exploration is demonstrated, and finally in Sec.
(IV) conclusions are made for further studies.

II. OMNI-DIRECTIONAL VEHICLE SYSTEM

An in-house 4-wheel omni-directional vehicle was designed
and built for the purpose of this 3D camera SLAM experiment
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[8].
The basic components are used as followed: four omni-

directional wheel (all-direction), attached to four indepen-
dently controlled servo-motor, individually driven by its motor
controller board, which is governed by an embedded system
development board, giving speed command to the four indi-
vidual wheels. These components are grouped into four levels
of control, as shown in Fig. 1.

Figure 1. Omni-vehicle system architecture. The whole system has three
structure: top/mid/bottom. Where the top consists of mapping and remote-
control via WiFi. The mid structure joins the top/bottom for the vehicle’s
movement and location recording.

The omni-directional vehicle is designed with three major
sub-systems [9], where the top part is the communicational
subsystem, composed of local WiFi connection, smart phone
acting as a remote control, and a PC for data collection.
The Jetson Nano attached with a 3D camera (Microsoft
Kinect)[10], [11] and WiFi, serve as the sensor/receiver sub-
system, receiving high level left/right, forward/backward, as
well as the vehicle clockwise/counter-clockwise turn com-
mand. A STM32 controller board is the middle part sub-
system, where the high-level commands are translated into mo-
tor control command, according to the omni-vehicle dynamics
[12], [13]. This embedded system provides direct motor speed
command to the lower level sub-system, which compose of
the four individually feedback controlled motor attached to
all-directional wheels. The full detail of the components is
outlined in the following Table I.

Given a four all-directional wheel configuration as Fig. 2, it
is clear that the driving dynamics and kinematics are derived
as follows:

Where, x, y and, θ are the vehicle’s position (x,y), and its
angle defined as the “front” facing direction Length d is the
distance between the wheels and the geometric center of the
vehicle. Velocity vi with i ∈ {1, 2, 3, 4}, and angular velocity
ωi also with i ∈ {1, 2, 3, 4} are the four independent wheel’s
controlled speed.

The kinematics of the vehicle can be defined as the four
individual traction torque Ti, where i ∈ 0, 1, 2, 3 applied to the
different wheels, but resulting with a vehicle linear velocity v
and vn, along with a vehicle linear rotational angular velocity
ω.

Table I
4-WHEEL OMNI-DIRECTIONAL VEHICLE PLATFORM

COMPONENTS

Components System Setup
System Level Name Note

All-
directional
wheel

4X Basic com-
ponent

N/A 90 degree
orthogonal two-
axis wheel

Servo motor
with encoder
and driver

Low level
feedback
actuation

MD36 Stepper motor
with speed
encoding

32 bit em-
bedded sys-
tem

Mid level sig-
nal I/O system

STM 32 Nucleo-
144 Dev-Board

In-house C/C++
code

32 bit ROS
embedded
system

High level I/O
signal for vehi-
cle command

Jetson Nano ROS installed

3D camera High level
I/O signal
for srounding
survey

Microsoft Kinect
2

WiFi High level I/O
signal for data
communication

N/A

Figure 2. A four all-directional wheel Omni-vehicle system dynamics
orientation setup [14].

The dynamics is best described with this resulting force
along the v and vn direction (usually aligned with x and y
direction), shown here as Fv and Fvn. And the combined
vehicle torque T that is the summation of the four individual:
T =

∑3
i=0 Ti.

A. x− y Kinematics Description

Since for an omni-directional vehicle/robot vx(t) = dx(t)
dt ,

vy(t) =
dy(t)
dt and ω(t) = dθ(t)

dt . It is clear that one can trans-
form the absolute x−y coordinate into the vehicle’s front/side
coordinate as the following equation. Where one defines the
two different state variables: XR = [v(t) vn(t) ω(t)]

T
, X0 =
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[vx(t) vy(t) ω(t)]
T provided,

XR =

 cos θ sin θ 0
− sin θ cos θ 0

0 0 1

X0. (1)



It is clear that for this 4-wheeled vehicle, the kinematics
that relates the center robot movement can be derived to the
individual wheels as Eq. (2).

v0(t)
v1(t)
v2(t)
v3(t)


 = 


0 1 d
−1 0 d
0 −1 d
1 0 d



 v(t)vn(t)
ω(t)

 (2)

Where Eq. 2 is an overdetermined system, given a redundant
wheel (three is enough for driving such system). However, it
can be found that it follows the equation set.

v(t) = 1/2 (v3(t)− v1(t)) (3a)
vn(t) = 1/2 (v0(t)− v2(t)) (3b)
ω(t) = 1/(4d) (v0(t) + v1(t) + v2(t) + v3(t)) (3c)

Thus for any given time, it can be seen that if one
controls the velocity of the wheel vi, the full front fac-
ing forward/backward velocity v, sideways left/right veloc-
ity vn, and the vehicle rotational angular velocity making
clockwise/counter-clockwise turn ω, are found at any instance.

B. Lagrangian Description

It is useful to derive our omni-directional vehicle using
the Lagrangian dynamic description, when considering our
omni-wheel, its dynamic not considering height potential if
the vehicle is driven on a flat surface, the Lagrange equation
is:

d

dt
(
∂K

∂ωi
)− ∂K

∂θi
+
∂Di

∂ωi
= T. (4)

Where K is the vehicle’s kinetic energy, associated to its
translational and rotational movement, as well as all four
wheel’s rotation θi and angular velocity ωi. Di is each wheel’s
nominal friction, combining all the ground, small sub-wheel
axial, and motor axial friction. The kinetic engergy can be
found as:

K =
1

2
m(v2+ v2n)+

1

2
Jω2+

1

2
Jw(ω

2
0 +ω

2
1 +ω

2
2 +ω

2
3). (5)

Where m and J are the vehicle’s mass and moment of inertia,
respectively. Jw is a single wheel’s moment of inertia. It
is clear that the individual wheel’s velocity vi = rwωi is
proportional to it’s wheel radius rw, replacing all v, vn, and
ω, with Eq. (3) and replacing all the vi with rwωi, it can be
shown that:

T = Mω̇ +Dθω. (6)

Where ω = [ω0 ω1 ω2 ω3]
T , and Dθ = diag [d0 d1 d2 d3]

is the diagonal of the nominal friction. And M can be found
re-arranging the vehicle’s mass m, moment of inertia J , and

Figure 3. 4-wheel all-directional vehicle system chassis.


each omni-directional wheel’s moment of inertia JW , along
with the vehicle’s half width d, and the wheel’s radius rw.

M =


a+ b+ JW b −a b

b a+ b+ JW b −a
−a b a+ b+ JW b
b −a b a+ b+ JW


 ,

where a = m
4 r

2
w, b = J

16d2 r
2
w.

It is trivial to re-arrange Eq. (6) into a full state control
form:

ω̇ = −M−1Dthetaω +M−1T,

therefore if we define A = −M−1Dtheta, B = M−1, and
C = I a 4 by 4 identity matrix, the full dynamics equation is
now in its standard form:

ω̇ = Aω + BT
y = Cω

C. Localization Tracking

In our system design, since the individual wheels are
feedback controlled, it is desired that the individual vi are
faithfully implemented by the given command, thus there is
no need to add real time self-adjustment, but only high-level
SLAM correction after a long period of operation.

The in-house vehicle was designed to center the movement
at the chassis base. It can be clearly shown at Fig. 3.

With full feedback control, and assuming a non-slip condi-
tion for the vehicle’s operation, the controller command kine-
matic equation can be state as followed in the x-y coordinate:

rw


ω0

ω1

ω2

ω3

 
 = 


sin θ − cos θ −d

sin(θ + π/2) − cos(θ + π/2) −d
sin(θ + π) − cos(θ + π) −d

sin(θ + 3π/2) − cos(θ + 3π/2) −d



ẋẏ
θ̇


(7)

Where rw is the radius of an individual wheel, and thus
given the individual ωi command, the robot vehicle will take
the according ẋ, ẏ, and θ̇ movement.
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Figure 4. x-direction linear velocity (mm/s) measurements.

Figure 5. y-direction linear (mm/s) measurements.

III. SLAM MEASUREMENT AND RESULTS

From the above equation, it is clear that the overall x and
y position, as well as the rotation angle θ, can be found by
integrating the above equation.

xy
θ

 =

x0y0
θ0



+ rw

∫ t

0




sin θ − cos θ −d
sin(θ + π/2) − cos(θ + π/2) −d
sin(θ + π) − cos(θ + π) −d

sin(θ + 3π/2) − cos(θ + 3π/2) −d



−1



ω0

ω1

ω2

ω3


 dτ

(8)

While one monitors all the instantaneous ωi and can then
find the estimated location of the vehicle.

As mentioned, the typical way to trace out the current
position and angular facing angle (x, y, θ), is to integrate the
above equation. Fig. 4 and 5 show such a linear velocity
profile, tracked during a 10 second period.

It is clear due to the hardware limitation, as well as the
numerical limitation, it is clear that there are jumping spikes
that occur during the x velocity estimation. This also occurred
for the y linear velocity case.

The robot vehicle is remote controlled to navigate through-
out the environment, and taking video images along the
exploration.

Figure 6. Environment testing for the all directional vehicle, where a door
way is located at the corner of room, along with a table to the right.

Figure 7. SLAM reconstruction of the environment, showing the door corner
as well as the table fixture at the right-hand side. A small bob can be seen at
near the left wall, indicating the door stop.

The SLAM algorithm automatically stiches the continuous
image from the video taken, and maps out using the 3D
camera’s distancing capability [14], [15].

However, since the distance is estimated from the video
image, there are slight differences along a straight wall
when considering the object detection. This is not surprising
considering the stitching of the video needs many reliable
localization methods.

In our case of local SLAM, the robot is slowly maneuvered
and rotated along the environment, such that the different
angles are spotted and identified, with use of only the 3D
camera.

Fig. 8 shows the image stitching, as the video is sent to the

-------------------------------------------------------------------------------------------------------------------------------------------------------------
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Figure 8. SLAM reconstruction from the video image stitching, showing
local co-ordinate tracing at the bottom of the floor, and the different angular
images stitched with the black line matching at different frames.

remote PC for SLAM reconstruction.
It is clear from the stitching process, the local velocity is

traced up to its standard, and the stitching process can almost
exactly find the distance between the object and the vehicle,
with satisfactory results.

IV. CONCLUSION AND FUTURE WORK

The result of using only 3D camera for SLAM reconstruction
shows promising results, given that even without other
localization sensor, such as GPS or Gyro for positioning
[16], the relative distance from object and local positioning, is
enough for SLAM reconstruction. Given the vehicle is
maneuvered slowly.

It is needed to test further about the speed limit, as well as
the video stitching capability, to understand if the process can
be done in real-time, as now the bottleneck for this algorithm is
the video transmission time. The image stitching is now found
due to the slow movement speed of the vehicle, but limitations
to this should be quantified as well.

Other sensors should be added for comparison purposes, such
that the error of distance estimation and SLAM miss judgement
can be quantified.
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